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Preface

The Semantic Web and Peer-to-Peer are two technologies that address a common
need at different levels:

o The Semantic Web addresses the requirement that one may model, manipulate
and query knowledge and information at the conceptual level rather than at the
level of some technical implementation. Moreover, it pursues this objective in a
way that allows people from all over the world to relate their own view to this
conceptual layer. Thus, the Semantic Web brings new degrees of freedom for
changing and exchanging the conceptual layer of applications.

e Peer-to-Peer technologies aim at abandoning centralized control in favor of de-
centralized organization principles. In this objective they bring new degrees of
freedom for changing information architectures and exchanging information be-
tween different nodes in a network.

o Together, Semantic Web and Peer-to-Peer allow for combined flexibility at the
level of information structuring and distribution.

Historical Remarks and Acknowledgements

How to benefit from this combined flexibility has been investigated in a number of
research efforts. In particular, we coordinated the EU IST research project “SWAP
— Semantic Web and Peer-to-peer” (http://swap.semanticweb.org) that
led to many chapters of this book! and, also, to a 15,000 Euro dolT software innova-
tion award for the work on Bibster (see Chap. 18) from the local government of the
German state of Baden-Wiirttemberg. Thus, we are very much indebted to the EU
for generously funding this project.

Obviously this book contains many other chapters — and for very good reasons:
First, we profited enormously from tight interaction with colleagues in other projects,
such as the Italian-funded project Edamok (Fausto Giunchiglia, Paolo Bouquet, Mat-
teo Bonifacio and colleagues) and the German-funded project Edutella (Wolfgang
Nejdl and colleagues) — just to name the two most influential, as we cannot name

! Chapters 1,5,6,7,11,14,15,17,18.
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all the giants on the shoulders of whom we stand. Second, though we could have
easily filled all the pages of a thick book just with research contributions from the
SWAP project, it was not our primary goal to do a book “on SWAP”, but a book on
the “Semantic Web and Peer-to-Peer” and the many different aspects that this con-
junction brings along. This, clearly, fell outside of the possibilities of SWAP, but it
was easily possible with the help of many colleagues who worked on shaping the
joint area of Semantic Web and Peer-to-Peer.

We thank all of these numerous colleagues within SWAP and outside. Special
thanks go to Thomas Franz for integrating the contributions into a common I&IEX
document.

Purpose of This Book

It is the purpose of this book to acquaint the reader with the needs of joint Semantic
Web and Peer-to-Peer methods and applications, in particular in the area of infor-
mation sharing and knowledge management where we see their immediate use and
benefit.

For this purpose, we start with an elaborate introduction to the overall topic of
this book. The introduction surveys the topic and its subtopics, represented by four
major parts of this book, and briefly sorts all individual contributions into a global
perspective. The global perspective is refined in an introductory section at the begin-
ning of each part.

In the core of the book, the contributions discuss major aspects of Semantic Web
and Peer-to-Peer-based systems, including parts on:

1. Data storage and access;

2. Querying the network;

3. Semantic integration; and

4. Methodologies and applications.

Together these contributions shape the picture of a comprehensive lifecycle of
applications built on Semantic Web and Peer-to-Peer. Its success stories include
high flying applications, such as applications for knowledge management like KEx
(Chap. 16), for knowledge sharing in virtual organizations (cf. Xarop in Chap. 17) as
well as for information sharing in a global community (cf. Bibster in Chap. 18).

The Future of Semantic Web and Peer-to-Peer

We see a far-ranging future for Semantic Web and Peer-to-Peer technologies. Indus-
try discovers P2P technologies not just for document-oriented information sharing,
but also for recent communication channels like voice-over-IP (internet telephony)
or instant messaging. At the same time the need to structure communication and in-
formation content from many channels and information repositories grows further
and underlines the need for the combined technologies of Semantic Web and Peer-
to-Peer. Recent research efforts target and extend this area from the perspective of
social networks and semantic desktops and we expect a lot of impetus from this



Preface IX

work. Web services and Grid infrastructures rely on Peer-to-Peer service communi-
cation and the only way to discover appropriate services and exchange meaningful
content is to join Semantic Web and Peer-to-Peer.

Hence, we invite you to ride the first wave of Semantic Web and Peer-to-Peer
here in this book. The next big one is sure to come.

June 2006

Steffen Staab, Koblenz, Germany
Heiner Stuckenschmidt, Amsterdam, The Netherlands
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Peer-to-Peer and Semantic Web

Heiner Stuckenschmidt!, Frank van Harmelen!, Wolf Siberski2, Steffen Staab®

1 Vrije Universiteit Amsterdam, The Netherlands,
{heiner, Frank.van.Harmelen}@cs.vu.nl
2 L3S Research Center, Hannover, Germany, siberski@l3s.de
3 ISWeb, University of Koblenz-Landau, Koblenz, Germany, staab@uni-koblenz.de

Summary. Just as the industrial society of the last century depended on natural resources,
today’s society depends on information. A lack of resources in the industrial society hindered
development just as a lack of information hinders development in the information society.
Consequently, the exchange of information becomes essential for more and more areas of so-
ciety: Companies announce their products in online marketplaces and exchange electronic or-
ders with their suppliers; in the medical area patient information is exchanged between general
practitioners, hospitals and health insurances; public administration receive tax information
from employers and offer online services to their citizens. As a reply to this increasing impor-
tance of information exchange, new technologies supporting a fast and accurate information
exchange are being developed. Prominent examples of such new technologies are so-called
Semantic Web and Peer-to-Peer technologies. These technologies address different aspects
of the inherit complexity of information exchange. Semantic Web Technologies address the
problem of information complexity by providing advanced support for representing and pro-
cessing information. Peer-to-Peer technologies, on the other hand, address system complexity
by allowing flexible and decentralized information storage and processing.

1 The Semantic Web

The World Wide Web today is a huge network of information resources, which was
built in order to broadcast information for human users. Consequently, most of the
information on the Web is designed to be suitable for human consumption: The struc-
turing principles are weak, many different kinds of information co-exist, and most of
the information is represented as free text (including HTML).

With the increasing size of the web and the availability of new technologies such
as mobile applications and smart devices, there is a strong need to make the infor-
mation on the World Wide Web accessible to computer programs that search, filter,
convert, interpret, and summarize the information for the benefit of the user. The Se-
mantic Web is a synonym for a World Wide Web whose accessibility is similar to
a deductive database where programs can perform well-defined operations on well-
defined data, check for the validity of conditions, or even derive new information
from existing data.



2 Heiner Stuckenschmidt, Frank van Harmelen, Wolf Siberski, Steffen Staab

1.1 Infrastructure for Machine-Readable Metadata

One of the main developments connected with the Semantic Web is the resource de-
scription framework (RDF). RDF is an XML-based language for creating metadata
about information resources on the Web. The metadata model is based on a resource
that could be any piece of information with a unique name called uniform resource
identifier (URI). URISs can either be unique resource locators (URLs) — well known
from conventional web pages — but also tagged information contained on a page
or on other RDF definitions. The structure of RDF is very simple: a set of state-
ments forms a labelled directed graph where resources are represented by nodes, and
relations between resources by arcs. These are labelled with the name of the relation.

RDF as such only provides the user with a language for metadata. It does not
make any commitment to a conceptual structure or a set of relations to be used. The
RDF schema model defines a simple frame system structure by introducing standard
relations like inheritance and instantiation, standard resources for classes, as well as a
small set of restrictions on objects in a relation. Using these primitives it is possible
to define terminological knowledge about resources and relations mentioned in an
RDF model.

An increasing number of software tools available supporting the complete life-
cycle of RDF models. Editors and converters are available for the generation of
RDF schema representations from scratch or for extracting such descriptions from
database schemas or software design documents. Storage and retrieval systems have
been developed that can deal with RDF models containing millions of statements,
and provide query engines for a number of RDF query languages. Annotation tools
support the user in the task of attaching RDF descriptions to web pages and other
information sources either manually or semi-automatically using techniques from
natural language processing. Finally, special purpose tools support the maintenance
of RDF models in terms of change detection and validation of models.

1.2 Representing Local and Shared Meaning

The aim of the Semantic Web is to make information on the World Wide Web
more accessible using machine-readable meta-data. In this context, the need for ex-
plicit models of semantic information (terminologies and background knowledge)
in order to support information exchange has been widely acknowledged by the re-
search community. Several different ways of describing information semantics have
been proposed and used in applications. However, we can distinguish two broad ap-
proaches which follow somehow opposite directions:

1. Ontologies are shared models of some domain that encode a view which is com-
mon to a set of different parties.

2. Contexts are local (where local is intended here to imply not shared) models that
encode a party’s view of a domain.

Thus, ontologies are best used in applications where the core problem is the use
and management of common representations. Many applications have been devel-
oped, for instance in bio-informatics, or for knowledge management purposes inside
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organizations. Contexts, instead, are best used in those applications where the core
problem is the use and management of local and autonomous representations with
a need for a limited and controlled form of globalization (or, using the terminology
used in the context literature, maintaining locality still guaranteeing semantic com-
patibility among representations). Examples of uses of contexts are the classifications
of documents, distributed knowledge management, the development and integration
of catalogs and semantics based Peer-to-Peer systems.

As aresponse to the need for representing shared models of web content, the Web
ontology language OWL has been developed. OWL, which meanwhile is a W3C rec-
ommendation, is an RDF based language that introduces special language primitives
for defining classes and relations as well as necessary (Every human has exactly one
mother) and sufficient (Every woman who has a child is a mother) conditions for
class membership as well as general constraints on the interpretation of a domain
(the successor relation is transitive). RDF data can be linked to OWL models by the
use of classes and relations in the metadata descriptions. The additional definitions
in the corresponding OWL model imposes further restrictions on the validity and in-
terpretation of the metadata. A number of reasoning tools have been developed for
checking these constraints and for inferring new knowledge (i.e. class membership
and subclass relations). In connection with the standardization activities at W3C and
the Object Management Group OMG the connection between UML and the pro-
posed Web Ontology Language (OWL) has been studied and UML-based tools for
handling OWL are developed establishing a connection between software engineer-
ing and Semantic Web technologies.

2 Peer-to-Peer

The need for handling multiple sources of knowledge and information is quite obvi-
ous in the context of Semantic Web applications. First of all we have the duality of
schema and information content where multiple information sources can adhere to
the same schema. Further, the re-use, extension and combination of multiple schema
files is considered to be common practice on the Semantic Web. Despite the inher-
ently distributed nature of the Semantic Web, most current RDF infrastructures store
information locally as a single knowledge repository, i.e., RDF models from remote
sources are replicated locally and merged into a single model. Distribution is virtu-
ally retained through the use of namespaces to distinguish between different models.
We argue that many interesting applications on the Semantic Web would benefit from
or even require an RDF infrastructure that supports real distribution of information
sources that can be accessed from a single point. Beyond the argument of conceptual
adequacy, there are a number of technical reasons for real distribution in the spirit of
distributed databases:

Freshness. The commonly used approach of using a local copy of a remote
source suffers from the problem of changing information. Directly using the remote
source frees us from the need of managing change as we are always working with
the original.
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Flexibility. Keeping different sources separate from each other provides us with
a greater flexibility concerning the addition and removal of sources. In the distributed
setting, we only have to adjust the corresponding system parameters.

The term “Peer-to-Peer” stands for an architecture and a design philosophy
that addresses the problems of centralized applications. From an architectural point
of view, Peer-to-Peer is a design where nodes in a network operate mostly au-
tonomously and share resources with other nodes without central control. The de-
sign philosophy of Peer-to-Peer systems is to provide users with a greater flexibility
to cooperate with other users and to form and participate in different communities of
interest. In this second view Peer-to-Peer technology can be seen as a means to let
people cooperate in a more efficient way. We can define Peer-to-Peer in the following
way:

The term “Peer-to-Peer” describes systems that use a decentralized ar-
chitecture that allows individual peers to provide and consume resources
without centralized control.

Peer-to-Peer solutions can be characterized by the degree of decentralization and
the type of resources shared between peers. Looking at the degree of centralization,
we can say that there are degrees of decentralization, ranging from host based and
client-server architectures to publish-subscribe and Peer-to-Peer architectures, where
most existing systems are somewhere between the latter two. Concerning the kind of
resources shared, we can distinguish the following types of Peer-to-Peer systems:

e Applications where peers share computational resources, also known as Grid
Computing

e Applications where peers share application logic also known as Service-Based
Architectures

e Applications where peers share information

The last type of Peer-to-Peer system can be seen as a classical Peer-to-Peer sys-
tem. In this book we focus on this last type of Peer-to-Peer solutions. Discussing
the use of Semantic Web technologies to support the other types of systems surely
requires more books to be written.

2.1 Peer-to-Peer and Knowledge Management

The current state-of-the-art in Knowledge Management solutions still focuses on
one or a relatively small number of highly centralized knowledge repositories with
Ontologies as the conceptual backbone for knowledge brokering. As it turns out,
this assumption is very restrictive, because, (i), it creates major bottlenecks and en-
tails significant administrative overheads, especially when it comes to scaling up to
large and complex problems; (ii), it does not lend itself to easy maintenance and the
dynamic updates often required to reflect changing user needs, dynamic enterprise
processes or new market conditions.

In contrast, Peer-to-Peer computing (P2P) offers the promise of lifting many of
these limitations. The essence of P2P is that nodes in the network directly exploit



Peer-to-Peer and Semantic Web 5

resources present at other nodes of the network without intervention of any central
server. The tremendous success of networks like Napster and Gnutella, and of highly
visible industry initiatives such as Sun’s JXTA, as well as the Peer-to-Peer Working
Group including HP, IBM and Intel, have shown that the P2P paradigm is a particu-
larly powerful one when it comes to sharing files over the Internet without any cen-
tral repository, without centralized administration, and with file delivery dedicated
solely to user needs in a robust, scalable manner. At the same time, today’s P2P so-
lutions support only limited update, search and retrieval functionality, e.g. search in
Napster is restricted to string matches involving just two fields: “artist” and “track.”
These flaws, however, make current P2P systems unsuitable for knowledge sharing
purposes.

Figure 1 illustrates the comparison. It depicts a qualitative comparison of ben-
efits (time saved or redundant work avoided in Euro) won by using a KM system
depending on the amount of investment (money spent on setting up the system).

P2P based KM systems show their benefits just by installing the client software,
viz. immediate access to knowledge stored at peers. Nevertheless, the benefits to be
gained from such software levels off at the point where users of the system can no
longer cope with the plentitude of information returned from keyword-based queries.

Ontology-based KM systems offer — at least in principle — the possibility for
rich structuring and, hence, easy access to knowledge. Their disadvantage is that an
initial set-up of the system tends to be expensive and individual users must actively
contribute into a centralized repository. Hence, the investment into the KM system
requires a long time of usage to pay off — for the organization and, in particular, for
the individual user.

Benefit Semantic Web and P2P-based System

A

—_— > P2P based KM System
e

/ v Sophisticated, but
#  conventional KM System

”’
.

>

investment

Fig. 1. Qualitative Comparison of Benefits resulting from Investments in KM Systems

Systems that are based on Semantic Web and Peer-to-Peer technologies promise
to combine the advantages of the two mechanisms. Whereas the underlying architec-
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ture allows for instantaneous gratification by Peer-to-Peer-, keyword-based search,
the possibility to provide semantic structuring provide the possibility for maintain-
ing large and complex-structured systems. One may note here that in the combined
paradigm a conventional knowledge management repository will still appear as just
another powerful peer in the network. Hence, a combined Semantic Web and P2P
solution may always outperform the sophisticated, but conventional, centralized sys-
tem.

2.2 Peer-to-Peer and the (Semantic) Web

When we look at the current World Wide Web, we see in fact a mixed architecture,
that is partly client/server-based, and partly P2P. On the one hand, each node in
the network can directly address every other node in the network in a single, flat,
world-wide address space, giving it the structure typical of many P2P networks. On
the other hand, in practice there is currently a strong asymmetry between nodes in
this address space that act as content-servers, and nodes that act as clients. Recent
estimates indicate the presence of 50 million web-servers, but as many as 150 million
clients. On the scale of the World Wide Web, any form of centralization would create
immediate bottlenecks, in terms of network throughput and server capacity.

This need for a flat, non-server-centered architecture will be even stronger on the
Semantic Web. Of course, the same physical load-balancing arguments hold as on
the current Web, but the Semantic Web adds a new argument in favor of a P2P-style
argument. On the Semantic Web, any server-centered architecture will not only create
physical bottlenecks, but as communication relies on the use of ontologies will also
create semantic bottlenecks. Since the semantics of information will be explicit (or at
least more explicit) on the Semantic Web, any single server will in a way “impose” a
particular semantic view on all its clients. This will have undesirable consequences,
both in terms of the pluriformity of the available information, as well as in terms of
the size of the central ontology that such information-servers would have to maintain.

Instead, a P2P-style architecture will be able to avoid both the physical and the
semantic bottlenecks. Different semantic views, expressed in terms of different on-
tologies, will be provided by many peers in a flat network of peers, each employing
their own local, small ontology. Of course, this increased flexibility comes at a price:
such “different semantic views, in terms of different ontologies” create a significant
data-integration problem: how will these peers be able to communicate if they do
not share the same view on their data? In the remainder of this paper, we propose an
approach where the communication between peers relies on a limited shared vocab-
ulary between them. This replaces the role of the single virtual database schema that
is the traditional basis for solving information exchange problems.

3 Aspects of Semantics-Based Peer-to-Peer Systems

We have argued above that the combination of Semantic Web and P2P technolo-
gies is ideally suited to deal with the problem of knowledge sharing and knowledge
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management, in particular in distributed or in inter-organizational settings. Concrete
applications and scenarios, however, come with certain requirements and constraints
that require different decisions with respect to the design of the system. In the re-
mainder of this article, we discuss the different dimensions of semantics-based P2P
systems in which design decisions have to be made to meet the application require-
ments. For this purpose we identify the different aspects that characterize a particular
system. These aspects fall into four main topics — and roughly correspond to the four
parts of this book:

1. technology used to store and access data in each source,

2. properties of the logical network that connects the different information sources
and forwards queries to the appropriate information source,

3. mechanisms used to ensure interoperability of information across the network,
and

4. methods to build and maintain concrete P2P applications.

In the context of ontology-based P2P systems we are especially interested in the
role ontologies play in these different areas. For each of these general topics we
can identify further aspects that influence the behavior of the system, characterize it
and make it more suitable for one or the other application scenario. In the following
we discuss these aspects and mention some typical design decisions often made in
existing systems.

3.1 Data Storage and Access

An important factor in each knowledge management system is how relevant informa-
tion can be searched for. This process is significantly influenced by the way the data
is represented as well as the language used to formulate queries. These two aspects
have also been identified as important design dimensions for P2P systems in (Nejdl
et al. 2003) [6]. We add the choice of a particular engine for answering queries which
may also depend on the application scenario.

Query Language

The expressiveness of the query language supported by the system is an important
aspect of Peer-to-Peer information sharing. Daswani et al. [2] distinguish key-based,
keyword-based and schema-based systems. In key-based systems, information ob-
jects can be requested based on a unique hash-key assigned to it. This means that
documents, for example, have to be requested based on their name. Keyword-based
systems extend this to the possibility to look for documents based on keywords, e.g.
occurring in the title, subject description or even full text. This means that we do not
have to know the document we are looking for, but can ask for all documents relevant
to particular topics. More sophisticated keyword approaches rank documents based
on their relevance depending on document statistics.

Schema-based systems support query languages that refer to elements of a
schema used to structure the information. These systems support queries similar to
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queries to a traditional database. In such systems, we could, for example, ask for
documents based on metadata such as the author and date of creation. Systems using
schema-based query languages have the advantage that they support the exchange
of structured information rather than simple data objects. This ability is essential
in many application domains. A further increase of expressiveness is provided by
systems that support queries enriched by deduction rules. This allows the user to ex-
plicitly state background knowledge and to introduce new terminology when query-
ing the system. This ability can, for example, be used to automatically enrich user
queries with information from a user profile to support personalization.

Data Model

The data model used to store information is tightly connected to the aspect of the
query language. Many data models have been proposed for storing data and we are
not able to discuss them all in detail. We rather want to mention some basic distinc-
tions with respect to the data model that influences the ability of the system. The
most basic way of storing data is in terms of a fixed, standardized schema that is
used across the whole system. Further, simple storage models like the one used in
key or keyword based systems can also be seen as a fixed schema. In the first case,
the schema consists of a single data field that contains the hash key, in the later case
it is a list of keywords. Despite the obvious limitations, fixed schema approaches
are often observed in Peer-to-Peer systems because this eliminates the problem of
schema interoperability. Interoperability is a problem in systems that allow the user
to define and use a local schema. This not only asks for a suitable integration method,
but it also leads to maintenance problems because local schemas can evolve and new
schemas can be added to the system when new peers join. Another level of expres-
siveness and complexity is added by the use of ontologies as a schema language that
allows the derivation of implicit information by means of reasoning. Ontologies are
often encoded using concept-based formalisms that support some form of inheritance
reasoning. In particular, the use of ontologies as a schema language for describing
information is gaining importance. The expressiveness of the respective formalisms
ranges from simple classification hierarchies to expressive logical formalisms.

Query Engine

The link between the query language and the data model used is created by a query
engine that interprets the query expression and extracts data from the underlying
data model. Naturally, the properties and abilities of the query engine depend on the
choice of query and schema language. Nevertheless, the choice of a particular engine
is an important aspect of the system, because the engine does not necessarily have
to support the full query language or the complete semantics of data model. In such
cases only parts of the derivable answers can be queried.

Fart I: RDF Data Storage & Access

We adopt a Semantic Web perspective for data modelling and querying, i.e. we see
the need to represent and query conceptual information in a flexible and yet scal-
able manner because of the semantic heterogeneity of different peers. Hence, the
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discussion in Part I (Chap. 1 to 3) is based on RDF as an underlying representation
paradigm. It answers questions about:

e How an appropriate query language for querying conceptual information may
look (Chap. 1);

e How a traditional architecture allows for distributed query processing of RDF
using centralized control (Chap. 2);

e How query processing of P2P-distributed RDF works given the information of
where which kind of information may be found (Chap. 3).

The latter issue still abstracts from a concrete mechanism that determines which peer
to query in the network. This issue constitutes a core aspect of semantic P2P systems
to be considered next.

3.2 Querying the Network

The way the P2P network is organized and used to locate and access information is
an important aspect of every P2P system. Daswani et al. [2] identify the following
aspects with respect to the localization of data in the network.

Data Placement

The data placement aspect is about where the data is stored in the network. Two
different strategies for data placement in the network can be identified: placement
according to ownership and placement according to search strategy. In a Peer-to-Peer
system it seems most natural to store information at the peer which is controlled by
the information owner. And this is indeed the typical case. The advantage is that
access and modification are under complete control of the owner. For example, if
the owner wants to cease publishing of its resources, he can simply disconnect his
peer from the network. In the owner-based placement approach the network is only
used to increase access to the information. In the complementary model (see [1] for
survey) peers do not only cooperate in searching information, but also in storing
the information. Then the network as a whole is like a uniform facility to store and
retrieve information. In this case, data is distributed over the peers so that it can
be searched for in the most efficient manner, i.e. according to the search strategy
implemented in the network. Thus, the network may be searched more efficiently,
but the owner has less control and peers frequently joining or leaving the network
may incur a lot of update traffic [5]. Both variants can be further improved in terms
of efficiency by the introduction of additional caching and replication strategies. Note
that while this improves the network retrieval performance, it may still further reduce
the owner’s control of information.

Topology and Routing

Of course, a computer has to be connected to a physical network (e.g. the Internet)
to participate as peer in a logical Peer-to-Peer network. However, in the Peer-to-Peer
network the peer forms logical connections to other peers which need not correspond
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to its physical network connections. This is why Peer-to-Peer networks are (a special
kind of) overlay networks. The structure these overlay networks can adopt is called
topology. We can distinguish two fundamentally different approaches to network
topology: structured networks and unstructured networks (cf. [1]).

In structured networks, a regular structure is predetermined and the network is
always maintaining this structure. Of course, if peers leave unexpectedly, the network
structure becomes imperfect for a moment. But after a short while connections are
readjusted to reach the desired structure again. Similarly, if new peers join, they are
assigned a position in the network which does not violate the foreseen structure.

Unstructured networks follow a completely different organization principle. New
peers initially select just some other peers to which they connect, either randomly or
guided by simple heuristics (e.g. locality in the underlying physical network or sim-
ilarity of the topics they are interested in). Thus, the topology does not take the form
of a regular structure. If nodes leave the network, no specific reorganization activity
is conducted. Structured and unstructured networks have complementary advantages
and disadvantages. The predetermined structure allows for more efficient query dis-
tribution in a structured network, because each peer “knows” the network structure
and can forward queries just in the right direction. But this only works if the data
is distributed among the peers according to the anticipated search strategy. Also, it
often requires the restriction of query complexity. In unstructured networks, peers do
not know exactly in which direction to send a query. Therefore, requests have to be
spread within the network to increase the probability of hitting the peer(s) having the
requested resource, thus decreasing network efficiency. On the other hand, requests
may come in more or less any form, as long as each peer is able to match its re-
sources against the request. This tends to make unstructured networks more suitable
for ontology-based approaches where support for complex queries is essential.

In each network, the connected computers do have different capabilities regard-
ing processing power, storage, bandwidth, availability, etc. Thus, to treat all peers
equally would result in overloading small peers while not exploiting the capabilities
of the more powerful peers. To avoid this, so-called super-peer networks have been
developed; where powerful and highly available peers form a network backbone to
which all other peers connect. The super-peers become responsible for specific tasks
like maintaining indexes, assigning peers to appropriate locations, etc. This approach
is used in popular file sharing P2P networks as Kazaa or BitTorrent, but also in P2P
networks for Semantic Web applications [7]. When ontologies are used to catego-
rize information, this can be exploited in a super-peer network. Each super-peer be-
comes responsible for one or several ontology classes. Peers are clustered at these
super-peers according to the classes of information they provide. Thus, an efficient
structured network approach can be used to forward a query to the right super-peer,
which distributes it to all relevant peers [4].

Part I: Querying the Network

In Part II, we consider both types of networks, structured and unstructured. In
Chap. 4, the authors give a comprehensive framework to characterize structured net-
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works that is able to elucidate some of their strengths and weaknesses wrt. efficiency
of communication.

Unstructured networks did not seriously consider efficiency in the past. As a con-
sequence, a peer had to send a query essentially to all his neighbors, these to their
neighbors, and so on. This distribution process is called network flooding. Unfortu-
nately this approach works for small networks only, and very soon leads to network
congestion if the network grows larger. To reduce query distribution, peers can ap-
ply filter on their connections for each query and send the query only to relevant
peers. The relevancy may be estimated either based on a content summary provided
by each peer (see Chap. 6) or based on the results of previous query evaluations.
A further optimization for peers is to not only filter, but also readjust their connec-
tions based on the request history. Here each peer tries to diminish its distance to the
peers which have resources most frequently requested by this peer. Such networks
are called short-cut networks, because they always try to short-cut request routes (see
Chap. 5).

Interestingly, specific reconnection strategies can lead to the emergence of regu-
lar topologies, although not enforced by the network algorithms [8]. This is charac-
teristic for self-organizing systems in other areas (like biology) too, and seems to be
one promising middle way between pure structured and pure unstructured networks.
Another middle way currently under investigation is the construction of an unstruc-
tured network layer for increasing flexibility above a structured network layer for
managing efficient access (cf. [11]).

Further means to tailor semantic querying of the network may require adaptations
motivated by specific applications. We consider two examples here: First, personal-
ization (cf. Chap. 7) may adapt network structures to specific needs of individual
peers rather than to a generic structure. Second, publish/subscribe mechanisms sup-
port continuous querying in order to observe the content available in the network
without flooding the network (Chap. 8).

3.3 Integration Mechanism

In a distributed system it often cannot be guaranteed that the information provided by
different sources is represented in the same way. This leads to the need of providing
integration mechanisms able of transferring data between different representations.
We can distinguish the following aspects of integration.

Mapping Representation

Mappings that explicitly specify the semantic relation between information objects
in different sources are the basis for the integration of information from different
sources. Normally, such mappings are not defined between individual data objects
but rather between elements of the schema. Consequently, the nature of the map-
ping definitions strongly depend on the choice of a schema language. The richer the
schema language, the more possibilities exist to clarify the relation between elements
in the sources. However, both creation and use of mappings becomes more complex
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with the increasing expressiveness. There are a number of general properties map-
pings can have that influence their potential use for information integration:

e Mappings can relate single objects from the different information sources or con-
nect multiple elements that are connected by operators to form complex expres-
sions.

e Mappings can be undirected or directed and only state the relation from the point
of view of one of the sources connected.

e Mappings can declaratively describe the relation between elements from different
sources or consist of a procedural description of how to convert information from
one source into the format of the other.

e Declarative mappings can be exact or contain some judgement of how correct the
mapping reflects the real relation between the information sources.

In the context of P2P information sharing, the use of mappings is currently re-
stricted to rather simple mappings. Most existing systems use simple equality or sub-
sumption statements between schema elements. Approaches that use more complex
mappings (in particular conjunctive queries) do not scale easily to a large number of
sources. A prominent example is the Piazza approach (see Chap. 12).

Mapping Creation:

The creation of semantic mappings between different information sources is the cru-
cial point of each integration approach. Existing work often assumes that mappings
are known. It turns out, however, that the identification of semantic relationships
between different information sources is a difficult problem. As a result, methods
for finding semantic relations have become an important area of research. Existing
methods can roughly be categorized into

e Manual approaches where only methodological guidelines for identifying map-
pings

e Semi-automatic approaches, where the system proposes or criticizes mappings
and the user provides feedback for the method that is used in following iterations

e Automatic methods that try to find mappings without the intervention of the user
at the price of possibly incorrect and incomplete mappings

The identification of semantically related elements in different information sources
can be based on a number of different criteria found in the information sources to be
compared. The most obvious one is to compare the names of schema elements. This
kind of linguistic comparison is the basis of most approaches. On a higher level, the
structure of the information can be used as a criterion (e.g. the attributes of a class).
As areaction to the known problems of name and structure based approaches in deal-
ing with ambiguous terms, recent work focuses on matching approaches that do not
only rely on the schema, but also take additional information into account. This ad-
ditional information can either be the result of an analysis of instances of the schema
or background knowledge about the semantic relations between terms taken from an
ontology. In many cases, the availability of background knowledge is an important
success factor for integration.
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Integration Method

Once they have been created, mappings can be used in different ways to support the
integration of information.! These different ways correspond to different degrees of
independence of the integrated information sources. This also means that not all of
the possible integration methods are suitable for Peer-to-Peer networks. The inte-
gration method that preserves the least independence of information sources is the
approach of merging the representations into a single source based on the seman-
tic relations found. This approach is used if a tight integration of sources is needed
and is not suited for Peer-to-Peer information sharing solutions because it does not
preserve the independence and autonomy of the sources. Another approach is to
keep the schemas of the sources separate but to completely transform the data of one
source into the format of the other to enable query processing over the content of both
sources. This approach is less radical than the merging approach because it does not
change the structure of the sources, but it also assumes a rather tight integration that
is not desirable in a Peer-to-Peer setting. Besides this, the transformation approach
is only feasible if there is a small number of target schemas the data has to be trans-
lated to. In a Peer-to-Peer system, however, there can be as many schemas as peers.
For this reason, methods that do not require a transformation of the data are better
suited. The most widely used approach in this context is query re-writing. Instead of
transforming the data to be queried, these approaches transform query expressions
received from external sources into the format used by the queried source using the
mappings between the schemas. This approach still requires a transformation of data
in order to make the result of the query compatible with the format of the querying
sources, but the transformation is limited to the information that is really requested
by the other source. In some situations, the nature of the application or the system
does not even allow the transformation of query answers either because the mappings
do not provide enough support for this task or because the owner does not allow a
modification of the data. In this case, integration can also consist of a specialized
representation of the content of the external source that relates it to the correspond-
ing schema elements in the local source. This very weak integration approach can
be accommodated by a visualization that shows the user the relation between the
external data and the local schema.

Part I11: Semantic Integration

In this part of the book, we deal mostly with rather simple mapping representa-
tions, which currently constitute the state-of-the-art in P2P research. At the same
time the methods considered target multiple dimensions of difficulty, viz. pragmatics
of ontology use, sloppiness of ontology mappings, scalability of mapping creation,
functionality of mapping execution and evaluation of mapping quality by its use:

Chapter 9: Bouquet, Serafini and Zanobini target the mapping of concepts organized
in taxonomies. In their approach they try to encounter the problem that the se-

! In traditional, practical approaches information integration mostly refers to approaches
such as (or less sophisticated than) the ones from Chap. 2 and 3.
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mantics of an ontology must not be completely dissolved from the pragmatics
of its use. Their method considers a situation that is frequently encountered for
light-weight organizational structures, such as folder hierarchies. In such a situ-
ation, if “Italy” is a subterm of ‘“Photos” and “Europe” is a subterm of “Photos”
this is not meant to say that this conflicts with Italy being part of Europe, but
rather that this occurrence of “Europe” (as a string) here is meant to refer to its
pragmatic meaning, viz. “Europe with the exception of Italy”.

Chapter 10: Aleksovski and ten Kate pursue an approach that builds on Chap. 9.
However, they discuss the effect that in the real world labels do not come in a
clean form and some degree of sloppiness actually helps to improve the perfor-
mance of (semi-)automatic mapping creation between taxonomies of concepts.

Chapter 11: Ehrig and Staab tackle further dimensions of difficulty in creating on-
tology mappings. First, they include instance information as well as ontology
relations into their account. Secondly, they consider the situation that two peers
try to come to a terminological agreement. In practice, this may involve the au-
tomatic comparison of 105 concepts on each peer. In domains of such problem
sizes, however, runtime matters. Their approach is therefore targeting a satis-
ficing (from satisfying and sufficient; [12]) solution, which gives up on some
accuracy in favor of improved runtime performance.

Chapter 12: Ives, Halevy, Mork and Tatarinov present their Piazza approach. Piazza
pursues a functional approach to transform query expressions and thus to bridge
between different semantic vocabularies.

Chapter 13: Aberer, Cudre-Mauroux and Hauswirth provide a mixed model of map-
ping creating and use, where the success of mapping creation is discovered by
the use of mappings in a self-organizing manner.

3.4 Building and Maintaining Semantic P2P Applications

Intelligent systems that are built on Semantic Web and Peer-to-Peer applications
exhibit a number of properties that make them technologically suitable for such tasks
as intelligent information sharing or knowledge management.

However, one of the hard learned lessons of intelligent systems has been that
their success depends only to a very limited extent on the technical properties of
such a system. Rather what becomes a major issue is the organizational dimension
of an intelligent system (cf. [9]) and the stakeholders of its ontology (cf. [3]) exert an
overwhelming influence on how such a system must or must not be shaped to fulfill
users needs.

Correspondingly, we here present three successful Semantic Web and Peer-to-
Peer applications that make use of much of the technology presented in Chap. 1
to 18, but in addition take care of

Users’ interface needs,

Their organizational interactions and limitations,

The processes that make up their information sharing and knowledge manage-
ment tasks.
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Part IV: Methodology and Systems

At an abstract level the experiences from the case studies of these applications have
been collected in two methodologies:

The Hope methodology considers the knowledge management task that needs to be
solved and the organizational constraints under which it is placed (cf. Chap. 14);
while

The Diligent methodology addresses the need for a collaborative ontology engi-
neering efforts that must be met under real-world constraints, such as distributed
expert groups, limited efforts of time and costs and user-initiated feedback to the
ontology (cf. Chap. 15).

Finally, Chap. 16 to 18 present the concrete applications that have been built by
their authors and tested in the field: KEx, Xarop and Bibster.

3.5 Other Issues
Data Publishing

Another relevant aspect of Peer-to-Peer data sharing systems is the way they support
the publishing of data in the network. This aspect includes technical aspects as well
as questions of privacy, security and trust. It is also tightly related to the integration
aspects because the system might force the sources to adhere to a specific schema
or provide integration methods that in turn have certain requirements with respect to
the way the data is made available. Unfortunately, the aspect of data publishing has
not really been discussed intensively in the literature on P2P information sharing. It
seems to be widely regarded as a practical problem with less scientific implications.
When we look at the other aspects discussed so far, however, we see that all of
them are closely related to the data publishing mechanism. Issues like topology, data
placement and data model are interdependent with this aspect.

Security

Security requirements vary widely dependent on the application. A simple file-
sharing network doesn’t need access control, etc. However, if information is to be
shared in a restricted context — as often the case with knowledge management sys-
tems — then security is an important factor. To encrypt information in a P2P system
without central key management, several algorithms have been devised. For exam-
ple, the Secret Sharing Scheme (SHA, Schamir 1979) [10] allows to distribute data
over peers so that it stays reproducible for the key owner even if a large percentage
of the peers drop out. For access control, no pure P2P solution has been found yet. A
pragmatic approach is to employ a hybrid approach where a central certification au-
thority is responsible for key assignment, but the complete information management
is done in the P2P system. Two applications presented in this book have taken se-
curity considerations seriously having adapted existing solutions to their application
needs (see Chapters 16 and 17).
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4 Conclusions

In this introduction we have sketched the two technologies that underly work in this
book:

Semantic Web
&
Peer-to-Peer

We have surveyed what makes each of the two technologies attractive to use on
their own and we have described their potential for information sharing and knowl-
edge management when they are joined together. Along this way we have seen a
number of aspects, most of which are discussed by the following contributions to
this book, some of which we mostly had to ignore because of their intrinsic com-
plexity (e.g. security) and some of which we simply do not know how to respond to,
because they require more research (e.g. data publishing).

Even when just skimming over the contributions in this book the reader will find
out about the tremendous potential that the joint technologies of Semantic Web and
Peer-to-Peer have to offer. Furthermore, she will find out that this potential does not
lie in the distant future, but is already alive in concrete applications and waiting to get
out into the full wide open. It is the objective of this book that by working through
most of these aspects it becomes evident that practical methods and methodologies
are available and ready for take-up — even though the topic put forward sufficient
research challenges for many years to come.
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Part I

Data Storage and Access



Overview: Data Storage and Access

Heiner Stuckenschmidt

As discussed in the introduction, technologies for storing and accessing data is the
basic aspect of semantics-based P2P systems. While data access is often limited to
key-based or keyword based queries in traditional P2P solutions, a distinguishing
feature of the kind of systems discussed in this book is that they provide more so-
phisticated ways of storing and accessing data. These are based on the use of Se-
mantic Web technologies in terms of languages for representing and querying semi-
structured data. The focus of this book is on the use of RDF for data storage and
access.

It is quite obvious that there are two sides to the use of RDF: the RDF model
itself and its use for representing and storing complex information content, and the
provision of a language for querying and transforming RDF data. The RDF model
itself has been standardized by the W3C and is now a commonly agreed standard;
we therefore do not discuss its use in more detail. Specific ways of using RDF to
represent different aspects of information in P2P systems will be discussed in the in-
dividual chapters. For a general introduction the reader is referred to the official W3C
documents. With respect to query languages for RDF data the situation is different.
Here, no commonly agreed standard has been defined yet!. This leaves space for a
detailed discussion of the requirements for RDF query languages in the context of
P2P systems. Chapter 1 addresses the issue of querying RDF data. The chapter dis-
cusses general requirements of a query language for RDF and presents the SeRQL
langauge which has successfully been used in different P2P settings many of which
are reported in later chapters.

Of course the definition of an appropriate query language is only one aspect of
data access relevant for semantics-based P2P systems. In fact, the query language
requirements do not differ that much from centralized Semantic Web systems. The
distinguishing aspect of the approaches described in this book is the system archi-
tecture, which is characterized by the lack of central control and dynamic commu-
nication. These characteristics mainly effect the query processing model needed to

! At the time of creation of most chapters, the activities of the W3C Data access working
group had not yet started
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ensure completeness of results and efficiency of the process. With respect to their
characteristics P2P systems are an extreme case. In the area of databases and infor-
mation systems distributed architectures with less extreme views on decentralization
have been investigated. Chapter 2 discusses some of these architectures from an RDF
perspective thereby bridging the gap between existing centralized approaches and
P2P architectures that are the focus of this book. In particular, the chapter identifies
and discusses advantages and disadvantages of different architectures and provides
additional arguments for the benefits of completely decentralized approaches.

The benefits of completely decentralized approaches in terms of flexibility and
robustness come at a price: Generating a query plan that guarantees completeness
and efficient execution becomes a difficult problem. In fact, many existing systems
sacrifice completeness for the sake of efficiency. The main reason for the difficulty
of query planning is the lack centrally available index structures that can be used
to determine an optimal plan locally and then execute it. In a decentralized setting,
this central index has to be replaced by something else. One opinion is the use of
so-called superpeers that provide central index structures at least for a group of peers
in the network. Other options are the use of overlay networks that impose an efficient
search structure on top of the actual physical implementation of the system. Chapter
3 describes an approach for query planning and execution in P2P networks based on
the use of an overlay network. The approach is a good example of the use of RDF in
P2P systems, because the system does not only use RDF for presenting the data to
be accessed, but also uses the schema of the RDF data as semantic overlay network.
Peers are located in this overlay network based on the part of the schema they provide
information about.

In summary, this part of the book discusses some foundational aspects of data ac-
cess in semantics-based P2P systems in particular RDF query languages, distributed
architectures and their impact on data access strategies as well as the use of RDF
schema information to support query planning and execution in P2P systems.
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Summary. RDF Query Language proposals are numerous. However, the most prominent pro-
posals are query languages that were conceived as first generation tryouts of RDF querying,
with little or no RDF-specific implementation and use experience to guide design, and based
on an ever changing set of syntactical and semantic specifications.

In this chapter, we introduce a set of general requirements for an RDF query language.
This set is compiled from discussions between RDF implementors, our own experience and
user feedback that we received on our work in Sesame, as well as general principles of query
language design. We go on to show how we have compiled these requirements into design-
ing the SeRQL query language, and conclude that SeRQL can be considered a real second
generation RDF querying and transformation language.

1.1 Introduction

RDF Query Language proposals are numerous. However, the most prominent pro-
posals are query languages that were conceived as first generation tryouts of RDF
querying, with little or no RDF-specific implementation and use experience to guide
design, and based on an ever-changing set of syntactical and semantic specifications.

Now that the RDF specifications have reached the status of W3C Recommen-
dation and are therefore less likely to change significantly, it is the right time to
reevaluate the design of the current set of query languages.

In this chapter, we introduce the new RDF query language SeRQL. SeRQL was
designed using experiences gained from design and implementation of other query
languages and from feedback received from users and developers of these query
languages and the systems in which they were implemented, such as Sesame [6].

SeRQL’s aim is to reconcile ideas from existing proposals (most prominently
RQL [12], Squish/RDQL [13, 7, 15], N-Triples [8] and N3 [3]) into a proposal that
satisfies a list of key requirements, and thus offer an RDF query language that is
powerful, easy to use and adresses practical problems one encounters when querying
RDFE.

This paper is organized as follows: in Sect. 1.2, we present a list of principles
and requirements to which an RDF query language should conform. In Sect. 1.3, we
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introduce the syntax and design of the SeRQL query language. In Sect. 1.4, we define
a formal interpretation of SeRQL. In Sect. 1.5, we discuss related work. Finally, we
present our conclusions in Sect. 1.6.

1.2 Query Language requirements

In the previous section, we have introduced the basic syntax of SeRQL. In this sec-
tion, we will look at some requirements that an RDF query language should fullfill
and we will give examples of how SeRQL supports these requirements.

In [14], Alberto Reggiori and Andy Seaborne have collected a number of use
cases and examples for RDF queries. From this report, we can distill several general
requirements for RDF queries, most notably expressivity requirements. Apart from
these requirements, several principles for query languages in general can be taken
into account (see [1]), such as compositionality, and data model awareness.

From these sources and our experience in implementing and using first gener-
ation RDF query languages such as RQL and RDQL, we have composed a list of
key requirements for RDF querying. In the next sections, we briefly discuss these
requirements and show how SeRQL aims to fullfill them.

In [1], a list of requirements for query languages that deal with semistructured
data is presented. We highlight a few of these requirements, and we briefly discuss
each requirement and how it can be applied to query languages in general and RDF
query languages in particular.

1.2.1 Expressive power

In [1] it is noted that the notion of expressive power is ill-defined in the context
of semistructured data models. However, we can write down an informal list of the
kinds of operations that a query language should express.

Expressiveness requirements that have come up often in dialogue with RDF de-
velopers (see also [14]) and users of the Sesame system include:

. A convenient yet powerful path expression syntax for navigating the RDF graph.

. Functionality for navigating the class/property hierarchy.

. Functionality for querying reified statements.

. Value comparison and datatype support.

. Functionality to deal with optional values; properties which may or may not be
present in the data for a particular resource.

DW=

Of course, this list is far from exhaustive, but these requirements illustrate prac-
tical applications of an RDF query language.
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1.2.2 Schema awareness

Query languages should be schema aware. When structure is defined or inferred,
a query language should be capable of exploiting the schema for type checking,
optimization, and entailment.

This requirement is closely tied with the requirement for formal semantics and
for expressive power. In the case of RDF, it means that the query language should be
aware of the semantics for RDF and RDF Schema as they are specified by the RDF
model theory.

1.2.3 Program manipulation

It is important that the query language is simple enough to allow program-generated
queries. This means that it is often preferable to use a query language syntax that is
easy to parse and decompose, rather than try and make it as “user-friendly” as pos-
sible (at the risk of making it ambiguous and thus harder to process). Nevertheless,
there is a balance to be obtained here: a query language that is unintelligable to hu-
mans will not find acceptance, no matter how well it can be processed automatically.

Considerations to take into account with respect to this requirement include sim-
plicity of structure and avoiding redundancy, while keeping a balance with conve-
nience and readability.

1.2.4 Compositionality

This requirement states that the output of a query can be used as the input of another
query. This is useful in situations where one wants to decompose large queries into
smaller ones, or when one wants to execute several queries in series, using the output
of the first as the input for the second, etc. A query language with this property will
also be able to facilitate view definitions.

In the case of an RDF query language, compositionality obviously means that
the result of a query should be representable as an RDF graph. The effect of this is
that the query language functions as a transformation language on RDF graphs.

1.2.5 Semantics

Precise formal semantics of a query language are important, because without these
query transformations and optimizations are virtually impossible. Moreover, formal
descriptions avoid ambiguity and thus help prevent misunderstanding and different
implementations of the same language interpreting queries differently.

In the case of an RDF query language, such a formal description can be achieved
by providing a mapping to the formal model of RDF itself, the RDF model theory as
specified in [10].
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1.3 The Syntax of SeRQL

SeRQL (Sesame RDF Query Language, proncounced “circle”) is a new RDF/RDFS
query language that was developed to address practical requirements from the
Sesame user community! that were not sufficiently met by other query languages.
SeRQL combines the best features of other languages and adds some of its own.

In the rest of this section, we will give an overview of the basic syntax of SeRQL.
The overview of the SeRQL language given here only covers enough for the purposes
of this paper; it is not intended to be complete. A full manual for writing SeRQL
queries that covers the complete language is available on the Web [5].

1.3.1 Path Expressions

One of the most prominent parts of SeRQL are path expressions. Path expressions
are expressions that match specific paths through an RDF graph. Most current RDF
query languages allow you to define path expressions of length 1, which can be used
to find (combinations of) triples in an RDF graph. SeRQL, like RQL, allows to define
path expressions of arbitrary length.

SeRQL uses a path expression syntax that is similar to the syntax used in RQL,
and is based on the graph nature of RDF: the path is expressed as a collection of
nodes and edges, where each node is denoted by surrounding curly brackets:

{node} edge {node} edge {node}

As an example, suppose we want to query an RDF graph for persons that work
for an IT Company. A path expression to express this could look like:

{Person} foo:worksFor {Company} rdf:type {foo:ITCompany}

Notice that resource URIs and variables are intermixed to provide a template
which is matched against the RDF graph.

Multiple path expressions can be comma-seperated. For example, we can split up
the above path expression into two simpler ones:

{Person} foo:worksFor {Company},
{Company} rdf:type {foo:ITCompany}

Notice that SeRQL allows variable repetition for node (or edge) unification.

Extended Path Expressions

As we have just seen, SeRQL has a convenient syntax for basic path expressions,
which can be composed into path expressions of arbitrary length.

Every path in an RDF graph can be expressed using these basic path expressions.
However, several extended constructions are supported to allow for more convenient
expressions of paths.

In situations where one wants to query for two or more triples with identical
subject and predicate, the subject and predicate do not have to be repeated. Instead,
a multi-value node can be used:

! See http://www.openrdf .org/
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{subj1} predi {objl, obj2, obj3}

This path expression is equivalent to:

{subj1} predi {obji},
{subj1} predi {obj2},
{subj1} predi {obj3}

SeRQL also introduces the notion of branched path expressions. This is a con-
struction that is useful when multiple properties that emenate from a single node are
queried. The semi-column is used to denote a branch:

{subj1} predi {obji};
pred2 {obj2}

which is equivalent to:

{subj1} predi {obji},
{subj1} pred2 {obj2}

Reification

RDF allows for a syntactic construction known as reification, where the subject or
object of a statement is itself a statement. Since it is a syntactic construction it can
be expressed using basic path expression syntax, as follows:

{statementl} rdf:type {rdf:Statement},

{statementl} rdf:subject {subji},

{statementl} rdf:predicate {predi},

{statementl} rdf:object {objl},
{statementl} pred2 {obj2}

However, this is a cumbersome way of dealing with reification. SeRQL intro-
duces a shorthand notation for reified statements that allows one to treat reified state-
ments as actual statements instead of the complex syntactic structure shown above.
In this notation, the above reified statement would become:

{{subj1} pred1i {obj1}} pred2 {obj2}

Class and Property Hierarchies

In the previous section we have shown how the RDF graph can be navigated through
path expressions. The same principle can be applied to navigation of class and prop-
erty hierarchies, since these are, of course, also graphs.

For example, to retrieve the subclasses of a particular class my : class1:

{subclass} rdfs:subClassOf {my:classl}

Or, to retrieve all instances of class my: classl:

{instance} rdf:type {my:classl}
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However, an RDF class/property hierarchy encapsulates notions such as inheri-
tance, which must be taken into account. Therefore, SeRQL applies the RDF Schema
semantics when this is required. In the case of the property rdfs:subClassOf,
for example, SeRQL will return all such relations, including the ones that are entailed
according to the model theory.

Additionally, SeRQL support a numer of built-ins for expressing queries about
the class hierarchy. These built-ins are “virtual properties”, that is, they are used as
normal properties in path expressions, but this property is not expected to actually
occur in the RDF graph. Instead, the meaning of the property is pre-defined in terms
of other properties.

SeRQL  supports  four  built-ins: sergl:directSubClassOf,
serqgl :directSubPropertyOf and sergl :directType.

As an example, the built-in sergl:directSubClassOf maps to
rdfs:subClassOf edges in the graph, but only those for which the following
conditions hold:

1. The nodes connected by the edge are not the same node.
2. The path between the two nodes formed by this edge is the only path between
these nodes consisting exclusively of rdfs: subClassOf edges.

In other words: a class A is a direct subclass of a class B if A and B are not equal
and there is no class C that is a subclass of B and a superclass of A.

It is important to note that these built-ins are not merely syntax shortcuts, but ac-
tually provide additional expressivity: the notion of direct subclass/property/instance
can not be expressed using normal path expressions and boolean constraints only.

Optional Matches

The path expressions and boolean constraints introduced sofar provide the means to
specify a template that must match the RDF graph in order to return results. However,
since the RDF data model is in its very nature weakly structured (or semi-structured),
it is important that an RDF query language has the means to deal with irregularities.

In contrast to query languages for strongly structured data models, such as
SQL [11], RDF query languages must be able to cope with the possibility that a
given value may or may not be present. In SeRQL, such values are called optional
matches. The query language facilitates optional matches by introducing a square-
bracket notation that encloses the optional part of a given path expression.

Consider an RDF graph that contains information about people that have names,
ages, and optionally e-mail addresses, that is, for some people the e-mail address is
known, but for others, it is not. This is a situation that is likely to be very common
in RDF data. A logical query on this data is a query that yields all names, ages and,
when available, e-mail addresses of people. A path expression to retrieve these values
would look like this:

{Person} person:name {Name};

person:age {Age};
person:email {EmailAddress}
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However, using normal path expressions like in the query above, people without
e-mail address will not be matched by the template specified by this path expression,
and their names and ages will not be returned by the query.

With optional path expressions, one can indicate that a specific (part of a) path
expression is optional. This is done using square brackets, i.e.:

{Person} person:name {Name};

person:age {Age};
[person:email {EmailAddress}]

In contrast to the first path expression, this expression will also match with people
without an e-mail address. For these people, the variable EmailAddress will not
be assigned a value.

Optional path expressions can also be nested. This is useful in situations where
the existence of a specific path is dependent on the existence of another path. For
example, the following path expression queries for the titles of all known documents
and, if the author of the document is known, the name of the author (if it is known)
and his e-mail address (if it is known):

{Document} foo:title {Title};

[foo:author {Author} [foo:name {Name}];
[foo:email {Email}]]

There are a few restrictions on the use of variables in optional path expressions.
Most importantly, two optional path expressions that are in parallel to each other (that
is, one is not nested within the other) may only have a shared variable if that variable
is constrained to a value outside either of the optional expressions. For example,
the optional path expressions foo:name {Name} and foo:email {Email}
share the subject-variable Author. This is allowed only because this variable is
constrained by the path expression foo:author {Author}, that is, outside the
two parallel optional path expressions.

The reason for this restriction becomes apparent when we consider the following
example query':

select *
from [{<x>} <p> {a}l, [{<x>} <g> {a}]

In this example, the variable a is shared between two parallel optional expres-
sions, but it is not otherwise constrained. Now, we further assume that the RDF graph
contains the following two RDF statements:

<X> <p> <y> .
<X> <g> <z> .

In this setting, the variable a can be unified with the value <y> or with <z>,
but not both at the same time. The query causes an ambiguity: depending on the
order in which the optional expressions are evaluated, the variable gets assigned a
different value. Since such order dependency is an undesirable feature in a declarative
language, we restrict the language to prevent this.

! Example by Andy Seaborne and Jeremy Carrol, see http://lists.w3.org/
Archives/Public/www-rdf-interest/2003Nov/0076.html
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1.3.2 Filters and operators

In the preceding sections we have introduced several syntax components of
SeRQL. Full queries are built using these components, and using an RQL-style
select-from-where (or construct-from-where) filter. Both filters ad-
ditionally support a using namespace clause.

Queries specified using the select-from-where filter return a ta-
ble of values, or a set of variable-value bindings. Queries using the
construct-from-where filter return a true RDF graph, which can be a sub-
graph of the graph being queried, or a graph containing information that is derived
from it.

The select and construct clauses

The first clause (i.e. select or construct) determines what is done with the
results that are found. In a select clause, one can specify which variable values
should be returned and in what order, by means of a comma-seperated list of vari-
ables. Optionally, it is possible to use a * instead of such a list to indicate that all
variables that are used should be returned, in the order in which they appear in the
query.

For example, the following query retrieves all classes:

select C
from {C} rdf:type {rdfs:Class}

In a construct clause, one can specify which triples should be returned. Con-
struct queries, in their simplest form, simply return the subgraph that is matched by
the template specified in the from and where clauses. The result is returned as the
set of triples that make up the subgraph. For example:

construct *
from {SUB} rdfs:subClassOf {SUPER}

This query extracts all triples with a rdfs:subClassOf predicate from an
RDF graph.

However, construct queries can also be wused to do graph
transformations or to specify simple rules. Graph transformation is a powerful
tool in application scenarios where mappings between different vocabularies need
to be defined.

As an example, consider the following construct query:

construct {Parent} foo:hasChild {Child}
from {Child} foo:hasParent {Parent}

This query can be interpreted as a rule that specifies the inverse of the
hasParent relation. More generally, it specifies a graph transformation: the orig-
inal graph may not know the hasChild relation, but the result of the query is a
graph that contains hasChild relations between parents and children. The con-
struct clause allows the introduction of new vocabulary, so this query will succeed
even if the relation foo:hasChild is not present in the original RDF graph.
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The from clause

The from clause always contains path expressions. It defines the paths in an RDF
graph that are relevant to the query and binds variables to values.

The where clause

The where clause is optional and can contain additional boolean constraints on the
values in the path expressions. These are constraints on the nodes and edges of the
paths, which cannot always be expressed in the path expressions themselves.

SeRQL contains a set of operators for comparing variables and values that can be
used as boolean constraints, including (sub)string comparison, datatyped numerical
comparison and a number of boolean functions.

As an example, the following query uses a datatyped comparison to select coun-
tries with a population of less than 1 million.

SELECT Country
FROM {Country} foo:population {Population}
WHERE Population < "1000000"""xsd:positivelnteger
For a full overview of the available operators and functions, see the SeRQL user
manual [5].

The using namespace clause

The using namespace clause is also optional and it can contain namespace dec-
larations; these are the mappings from prefixes to namespaces for use in combination
with abbreviated URIs.

1.4 Formal Interpretation of SeRQL

1.4.1 Mapping Basic Path Expressions to Sets

The RDF Semantics W3C specification [10] specifies a model theoretical semantics
for RDF and RDF Schema. In this section, we will use this model theory to specify
a formal interpretation of SeRQL query constructs.

Without repeating here the entire model theory, we briefly summarize a couple
of its notions for reference:

e Thesets IR, IP, IC are sets of resources, properties, and classes, respectively.
LV is a distinguished subset of IR and is defined as the set of literals.

e [EXT is defined as a mapping from /P to the powerset of IR x IR. Given
p € IP, IEXT(I(p)) is the set of pairs (z,y)|z,y € IR for which the relation
p holds, that is, for which (z, p, y) is a statement in the RDF graph.

For an RDF interpretation, the following semantic condition holds:!

1 Other conditions also hold, see [10], but these are not relevant for this discussion
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e ze€lIP ifandonlyif (x,I(rdf:Property)) € IEXT(I(rdf : type))

Additionally, we define v as a “null” value, that is I(z) = v if no value is as-
signed to z in the current interpretation. We will first characterize SeRQL in terms
of RDF only, i.e. give an RDF interpretation. See Table 1.1.

Table 1.1. RDF interpretation of basic path expressions

{v} {=p e,y € IEXT(p)}
v}i {<m p, Yz, y) € IEXT(I(p))}U
(a',q,2)|(2',2) € IEXT(I(q))} N =2’
Em Dy, >€1EXT(I(p))}U
(

a',p',2)|(@',2) € IEXTI(p))y Ae=a'Np=p
x,p,y)} for Wthh dependmg on which variables
are undefined, the following conditions hold:
case 1: I(z), I(p),I(y) # v:
(z,y) € IEXT(I(p))
case 2: I(z) = v,1(p),I(y) # v:
A'|(z',y) € IEXT(I(p))
case 3: I(z), I(p) = v, I(y) # v:
'z, y) €e IEXT(I(p'))
case 4: I(z),I(y) = v,I(p) # v:
IEXT(I(p)) =0
case 5: I(p) = v, I(z),I(y) # v:
Ap'[(x,y) € IEXT(I(p"))
case 6: I(p), I(y) = v, I(z) # v:
Ap'[(w,y') € IEXT(I(p))
case 7: I(y) = v, I(z),I(p) # v:
Ay'(x,y') € TEXT(I(p))

{
v.z}H{
{
{

An extended interpretation takes into account RDF Schema semantics. For an
RDFS interpretation the following semantic conditions hold in addition to those
specified by an RDF interpretation (cf. [10]):

x € ICEXT(y) if and only if (z,y) € IEXT(I(rdf : type))

IC =ICEXT(I(rdfs : Class))

IR=ICEXT(I(rdfs : Resource))

LV =ICEXT(I(rdfs : Literal))

if (x,y) € IEXT(I(rdfs: domain)) and (u,v) € IEXT(x) then u €

ICEXT(y)

o if (x,y) € IEXT(I(rdfs:range)) and (u,v) € IEXT(x) then v €
ICEXT(y)
IEXT(I(rdfs : subProperty0f)) is transitive and reflexive on I P
it (z,y) € IEXT(I(rdfs : subProperty0f)) then z,y €
IPand IEXT(z) C IEXT(y)

e ifr e ICthen (x,IR) € IEXT(Irdfs : subClassOf)
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IEXT(I(rdfs : subClass0f)) is transitive and reflexive on IC
if (x,y) € IEXT(I(rdfs : subClass0f)) then z,y € IC and IEXT () C
IEXT(y)
o ifz € ICEXT(I(rdfs : ContainerMembershipProperty))
then (z, I(rdfs : member)) € IEXT (I(rdfs : subProperty0f))
o ifr € ICEXT(I(rdfs : Datatype))andy € ICEXT(x)
then (y, I(rdfs : Literal)) € IEXT(I(xdf : type))

In Table 1.2, the extensions of the interpretations of SeRQL path expressions and
functions that the RDFS semantics add are shown.

At first glance, the added interpretations for properties such as rdf : type may
seem redundant, in light of the fact that the case is already covered by the general
path expression {x} p {v}.However, these mappings are added to make it explicit
that these properties use an RDFS interpretation, that is, the semantic conditions
regarding attributes like reflexivitydand transitivity of these particular properties are
observed.

1.4.2 Functions

Datatypes, operators and functions are strongly interdependent, and to interpret func-
tion behaviour in SeRQL formally, we need to summarize how RDF itself handles
datatypes. The following is summarized from [10].

RDF provides for the use of externally defined datatypes identified by a particular
URI reference. In the interests of generality, RDF imposes minimal conditions on a
datatype.

The semantics for datatypes as specified by the model theory is minimal. It makes
no provision for associating a datatype with a property so that it applies to all values
of the property, and does not provide any way of explicitly asserting that a blank
node denotes a particular datatype value.

Formally, a datatype d is defined by three items:

1. A non-empty set of character strings called the lexical space of d;

2. A non-empty set called the value space of d;

3. A mapping from the lexical space of d to the value space of d, called the lexical-
to-value mapping of d.

The lexical-to-value mapping of a datatype d is written as L2V (d).

In stating the semantics we assume that interpretations are relativized to a partic-
ular set of datatypes each of which is identified by a URI reference.

Formally, let D be a set of pairs consisting of a URI reference and a datatype
such that no URI reference appears twice in the set, so that D can be regarded as a
function from a set of URI references to a set of datatypes: call this a datatype map.
(The particular URI references must be mentioned explicitly in order to ensure that
interpretations conform to any naming conventions imposed by the external authority
responsible for defining the datatypes.) Every datatype map is understood to contain
(rdf : XM LLiteral,x) where x is the built-in XML Literal datatype.
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Table 1.2. RDFS interpretation of basic path expressions

(z,2),(2,y) € IEXT(I(rdfs : subClass0f)))}
{{p, ®)|{p,q) € IEXT(I(rdfs : subProperty0f))}
(p,7),(r,q) € IEXT(I(xdfs : subProperty0f)))}

(z,y) € IEXT(I(rdfs : subClass0f)))}
{p} sergl:directSubPropertyOf {a}|{{(p,q)|p# qA (p,q) € IEXT(I(rdfs : subProperty0f))A

{{z,y)|{z,y) € IEXT(I(rdfs : subClass0f))}

(Azlz Ay Az € ICEXT(2)A

(Br|p #r # gn

{z,y)|z £y A{x,y) € IEXT(I(rdfs : subClass0f))A
(Bzlx # 2 # yA

{{z,y)|lxr € ICEXT(y)}
{{z,y)|z € ICEXT (y)A

{x} sergl:directType {v}

{x} rdfs:subClassOf {v}

{x} sergl:directSubClassOf {y}
{p} rdfs:subPropertyOf {q}

{x} rdf:type {v}

SeRQL supports a set of functions and operators. These functions and operators
can be used as part of the boolean constraints in the where-clause. Since these
functions and operators deal with literal values that can be typed, we use the notion
of an XSD-interpretation of a vocabulary V as specified in the RDF Semantics. An
XSD-interpretation of a vocabulary V' is an RDFS-interpretation of V, for which the
following additional constraints hold (see [10] for a detailed explanation):
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e D contains contains the set of all pairs of the form (http
/Jwww.w3.org/2001/X M LSchema#sss, sss), where sss is a built-in
datatype named sss in XML Schema Part 2: Datatypes [4], and listed in [10],
Sect. 5.1.
If (a,z) € D then I(a) = x.
If (a,x) € D then ICEXT(x) is the value space of = and is a subset of LV,
If (a,x) € D then for any typed literal "sss" "~ "~ddd in V with I(ddd) = x, if
sss is in the lexical space of x then I L(” sss”*"ddd) = L2V (x)(sss), otherwise
IL("sss"™ddd) ¢ V

o If(a,z) € DthenI(a) € ICEXT(I(rdfs: Datatype))

We provide a mapping for SeRQL functions in table 1.3.

Table 1.3. interpretation of SeRQL functions

isResource (r) trueif I(r) € IR; false otherwise
isLiteral(1l) trueif I(l) € LV, false otherwise
label ("sss") {sss|I(”sss”) € LV}

label ("sss"@111l) {sss|I(”’sss”@111) € LV}

label ("sss"”~"ddd) {sss|I(”’sss”™ddd) € LV}
datatype ("sss"""ddd) [{ddd|I("sss”"ddd) € LV}
language ("sss"@l11l) |{lll|I("sss”@111l) € LV}

1.4.3 Reducing Composed Expressions

In the previous sections we have seen how basic SeRQL expressions are formally
interpreted. In this section, we show how composed path expressions can be reduced
to semantically equivalent sets of basic path expressions and boolean constraints by
means of a simple substitution.

Definition 1. A path expression is of the form (ng, eg, n1, €1, na, ....e;—1,n;), where
i is the length of the path expression, and where ng..n; are nodes in the RDF graph
and ey..e;_1 are directed edges. Each directed edge ey has as source node ny, and
as target node ny. 1.

Definition 2. A basic path expression is a path expression of length 1.

As an example, the SeRQL construction {x} p {y} corresponds to the general
form (ng, eg, n1), and is a basic path expression.

A path expression of length 7 > 1 can be reduced to two path expression of, one
of length + — 1 and one of length 1, as shown in table 1.4.

By recursively applying these substitutions to any path expression of length > 1
it is possible to reduce an arbitrary length composed path expression to a set of basic
path expressions and boolean constraints. Thus, any complex SeRQL query can be
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Table 1.4. Breaking up composed path expressions

Composed expression Substituted expressions Constraints
!
<7’L07 €0, M1,y Ni—1,€E4—1, TLZ> <TL07 €0, M1,y ...y MNi—2,E4—2, m,1>, Ni—1 = N;_1q
!
<ni—17€i—17ni>
7 — 7
(no, e0,n1,e1,n2) (no, e0,n1), (N, e1,n2) ny =nj

normalized to a form consisting only of a set of basic path expressions and boolean
constraints.

Branching path expressions, multi-valued node expressions and path expressions
involving reification can also always be reduced to a set of basic expressions. We
will prove this for branching path expressions, the proofs for the other two forms is
analogous.

Theorem 1. Any branching path expression p of the form {x} p {y}; g {z}
can be reduced to a semantically equivalent set of basic path expressions.

Proof. By definition, the branching expression is syntactically equivalent to the two
basic expressions {x} p {v}, {x} a {z} (seesection 1.3.1). The first of these
is defined as {(z,p,y)|{z,y) € IEXT(I(p))} (table 1.1). The second is defined as
{{z,q,2)|{x,2z) € IEXT(I(q))}. The union of these two sets can be expressed as
o p )@, 9) € IEXT(I(p))} U {(&,q,2)|(s', 2) € IEXT(I(@))} A = o,
which is by definition (see Table 1.1) equivalent to the definition of the branching
path expression.

1.5 Related work

RDQL [15] is an RDF query language that has been implemented in several system,
including the Jena Toolkit [7] and Sesame [6]. It offers many attractive qualities
such as an easy to use syntax format. The main advantage of RDQL is that it is
simple, allowing easy implementation across platforms and still offering a measure
of expressivity that is sufficient in many practical applications that deal with RDF.

However, RDQL has been deliberately designed to be a minimal language. It
lacks expressive power that is, in many more complex application scenarios, re-
quired. For example, it is not possible to express disjunctive patterns in RDQL, nor
can it express optional matches. It also lacks a formal semantics, which may result
in different implementations of the same language giving different results.

RQL [12] is an RDF Schema query language designed by ICS-FORTH. It has
been implemented in ICS-FORTH’s RDFSuite [2] tool and Sesame supports a partial
implementation.

RQL is a very powerful and expressive language with a thorough formal ground-
ing. It uses a path-expression syntax that closely resembles that of SeRQL (in fact,
SeRQL’s syntax was based on RQL) and has a functional approach to query language
design.
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However, partly because of its expressivity, RQL’s syntax has proven to be dif-
ficult to use and understand for human users. Also, while it has a formal model,
this formal model is not based directly on the RDF Semantics, but on the authors’
own formal interpretation of RDF and RDF Schema, and this formal interpretation
is incompatible with RDF and RDF Schema on some key points, placing additional
restrictions on the structure of the RDF graph. While this is still suitable for a large
range of applications, it is prohibitive in cases where interoperability is a key issue.

As mentioned in the beginning of this chapter, there are numerous RDF query
languages. In [9] a survey of several query languages, including SeRQL, is done,
comparing them on expressivity requirements with respect to various use cases.
Since several languages (including SeRQL itself) are still under development and
newer, more powerful versions are released, an online version of the findings of the
paper, updated with these latest versions, can be found at http://www.aifb.
uni-karlsruhe.de/WBS/pha/rdf-query/.

1.6 Conclusions

In the previous sections, we have given an overview of the SeRQL query language,
and we have demonstrated how SeRQL fulfills a set of key requirements for RDF
query languages. We have provided the basic syntax and a formal model, and have
illustrated use cases in which the different features of SeRQL are demonstrated.

SeRQL is an attempt to come to an RDF query language that satisfies necessary
general requirements on such a language without adding unnecessary bloat. Specifi-
cally, SeRQL has been designed to be fully compatible with the RDF specifications,
to be easy to read and write by humans while at the same being easy to process and
produce in an automated fashion. Most of the features of SeRQL are not new, but
we believe that SeRQL is the first proposal that combines all these requirements in
a single language and the only such proposal that has been implemented succesfully
and is being used succesfully.

Future work on the development of SeRQL as a language will focus on adding
useful and necessary functions and operators demanded by the user community, as
well as encouraging other developers to implement engines that support this lan-
guage.

In the following chapters of this book, diverse use cases and examples will be
given in which the SeRQL query language plays a pivotal role.
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Summary. The Resource Description Framework (RDF) is a step towards the support for
integrated and uniform access to information sources. It is designed to standardize the def-
inition and use of metadata descriptions of Web-based resources. It is complemented with
RDF Schema (RDFS) that lets developers define an extensible, object-oriented type system
for RDF data models. While RDF is targeted towards representing metadata, it can represent
the underlying data as well. Together, RDF and RDFS provide a sound basis for the capture
of domain knowledge in a form that lends itself for automatic processing. Since the Web is
inherently distributed, RDF querying systems should also be able to handle the distribution of
multiple, autonomous RDF repositories. A sound approach is needed for querying distributed
RDF sources to disclose the information they contain. In this chapter we examine several ar-
chitectures for querying distributed RDF (meta)data and point out a number of issues that will
have to be dealt with in order to provide a viable solution. The discussion traces the devel-
opment of distributed applications that attempt to exploit the promises of interoperability of
the Semantic Web and have to deal with the requirements that arise from that. The chapter
focuses on the problems associated with the introduction of RDF (meta)data in the distributed
information system arena.

2.1 Introduction

The Resource Description Framework (RDF) [15] is “thought to be a step towards
the support for integrated and uniform access to information sources and services as
well as for intelligent applications for information processing on the Web” [10, 11].
It is a W3C recommendation, designed to standardize the definition and use of meta-
data descriptions of Web-based resources. It is complemented with RDF Schema
[7]1 (RDFS) that lets developers define an extensible, object-oriented type system
for RDF data models. While RDF is targeted towards representing metadata, it can
represent the underlying data as well. Together, RDF and RDFS provide a sound
basis for the capture of domain knowledge in a form that lends itself for automatic
processing.

The availability of such a standardized framework for the representation of Web
resource descriptions has spurred quite a bit of research into the technology needed to
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support its usage. This has led, amongst other things, to the emergence of storage and
querying systems such as Sesame [8] and RDFSuite [5] that can handle combined
RDEF(S) data and metadata.

RDF technology is still quite young. A number of issues, such as expressiveness,
the interplay between querying and inferencing (also known as schema-aware query-
ing), and performance, is receiving a lot of attention. Since the Web is inherently
distributed, RDF querying systems should also be able to handle the distribution of
multiple, autonomous RDF repositories. A sound approach is needed for querying
distributed RDF sources to disclose the information they contain.

In this chapter we will examine several architectures for querying distributed
RDF (meta)data and point out a number of issues that will have to be dealt with
in order to provide a viable solution. The discussion traces the development of dis-
tributed applications that attempt to exploit the promises of interoperability of the
Semantic Web and have to deal with the requirements that arise from that. It focuses
on the problems associated with the introduction of RDF (meta)data in the distributed
information system arena. The rest of this chapter is structured as follows. In Sect.
2.2 we describe the types of applications we target and motivate the need for dis-
tributed RDF querying. In Sect. 2.3 we discuss architectures relying on (a hierarchy
of) mediators for the integration of knowledge repositories on the Web. We focus on
issues such as the location of the information and the distribution of work involved
in anwering a query. In Sect. 2.4 the further evolution towards collaboration between
mediators is discussed, leading to a more equal or peer-like role in the system, fo-
cusing on query planning and optimization. In the last section we discuss some open
issues as well as the commonalities and differences of the proposed architectures
and P2P systems such as Gnutella [1], CAN [17], and Edutella [16]. It prepares the
ground for the discussion in the later chapters of the solution specific issues that arise
in pure P2P systems in the querying of distributed information and knowledge.

2.2 Motivation

On the one end of the architectural spectrum there is the integration of the standalone
systems. Standalone systems are autonomous knowledge repositories that were de-
signed with a single application in mind, such as the disclosure of a library catalog
or a museum collection. These systems represent a local solution to a local problem.
The system architecture, in case more repositories are queried, corresponds to that
in Fig. 2.1. In this figure it is indicated that the information sources themselves are
independent datastores that support a query interface. In the figure only RDF stores
are shown, since this is the focus of this chapter.

After the initial experience with such systems, it was realized that more can be
gained by having also the ability to access several related repositories. This has led to
the portal approach to integration. In the simplest version, such a portal offers access
via a single interface to a number of sources [14] via an explicit protocol, such as
the Z39.50 Information Retrieval protocol. It serves as a single entry point to replace
several, mutually independent entry points such as depicted in Fig. 2.1. It is typically
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achieved by wrapping the information sources to provide a common presentation.
Such a portal typically will require manual integration of the query results by the
user.

Fig. 2.1. Standalone Repositories

More advanced portals have begun to offer, albeit on a limited scale, “cross-
searching” services that combine information from several sources, such as catalogs
from different libraries. They present this information through a higher level inter-
face that frees the user from the task of having to learn several interfaces [12] and
do the integration of the results by hand. Such services rely on the availability of
mediation services that take care of the translation of the user’s question to a for-
mat acceptable for the information sources involved [21]. The mediator service also
translates and integrates the answers provided by these sources to a single answer
for the user. To offer these services libraries need to deal with precisely those issues
that are often characterized by the term “‘semantic interoperability.” It will allow li-
brary (and other) portals to change their scope from local to for example regional or
national. Interoperability at this scale needs the solid foundation of frameworks like
RDF(S) and the description formalisms built on top of these to provide the necessary
expressiveness and flexibility needed for the integration.

The fact that this evolution is now within reach of the libraries has been rec-
ognized and is supported by research programs at the national and continental lev-
els. For instance, the DELOS Network of Excellence on Digital Libraries addresses
knowledge extraction and semantic interoperability in one of its new work packages.
The aim to build interoperable, multimodal and multilingual services and integrated
content management ranging from the personal to the global for the specialist and the
general population (http://www.delos.info). Similar developments are taking place in
the cultural heritage domain, where musea and archives collaborate to disclose their
(digitized) collections in an integrated fashion (http://www.nwo.nl/catch). We will
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not discuss here the additional issues involved in these systems, such as support for
personalization and human-computer interaction.

The centralized mediator architecture is just one of a number of architectures for
the access of the contributing resources. On the other end of the integration spectrum
are the highly decentralized P2P systems, which by design offer a high degree of
interoperability and robustness. However, the description of the resources in the early
P2P systems was rather limited, and consequently also their support for querying. In
fact, the earliest P2P systems, such as Napster [3], were (audio) file-sharing systems
that provided access through the specification of a few keywords, such as a title or
an artist. These systems are characterized by a high, but varying, number of peers
(nodes in the network) and a high redundancy of the files to be shared.

More advanced querying is supported in the schema-based P2P systems such as
the Edutella system [9], which provides an RDF-based infrastructure. Here queries
can be posed against locally available schemas and are decomposed and distributed
to peers that are known (on the basis of local routing indices) to be able to contribute
their information resources. Schema-aware querying is also offered in the Piazza
system [13]. Here a bottom-up procedure for distributing queries is used based on
the locally available mappings of the schema of the peer to those of its neigbours.
The priority in query performance in schema-aware P2P systems so far has been on
the reduction of the network traffic by making sure that the queries are propagated
to only those peers that can be expected to provide an answer. Because of the highly
dynamical character of these systems not much emphasis has yet been placed on
query optimization.

In the case of integrated access to libraries or museum collections there is not
much volatiltity of the contributing systems: joining and leaving of nodes in the
network is not so much of an issue. However, also such systems can benefit from
some of the strong points of P2P system architectures.

2.3 Hierarchical mediator architecture

The specific problem of a distributed architecture is that information relevant to
a query may be distributed over the different sources. This requires the query-
answering system to locate relevant information, retrieve it, and combine the indi-
vidual answers. For this purpose, a mediator component [21] is introduced (compare
Fig. 2.2) resulting in the mediator architecture (MA).

The rationale of this architecture is to hide from the user accessing the data the
fact that the information is distributed across different sources. The user should not
need to know where a particular piece of information resides. The system should
behave as if all the information is available from a single source represented by the
mediator. This view on the mediator as a single source also leads to an extension of
the distributed architecture where the mediated sources can be mediators that again
hide a set of distributed sources (see Fig. 2.3): the hierarchical mediator architecture
(HMA).
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A number of problems have to be addressed when working with distributed infor-
mation sources via a mediator. In particular, there are two main tasks connected with
the mediator-based distribution of data and we will discuss them in the following:

Indexing The mediator has to be able to locate in the distributed system the infor-
mation needed to answer a user query. In particular, it has to know which of the
sources to access.

Query Planning The performance of the distributed system depends on the choice
and the order of application of the different query processing operators. In the
case of distributed information, the time needed to send information from the
sources to the mediator becomes a major factor in choosing the right strategy.
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These two problems have been studied extensively in the area of distributed
database systems. The aim of this section is not to re-introduce the relevant con-
cepts for distributed systems, but rather summarize known problems and approaches.
Whenever possible the special characteristics of RDF are highlighted and results that
meet the needs of these characteristics are pointed to. We will assume that RDF
(meta)data exists in the stores in the form of subject-property-object triples.

2.3.1 Indexing Sources

In order to make use of the optimization mechanisms of underlying repositories
themselves, complete queries can be forwarded to the different repositories. In the
case of multiple external models, the query process can be further sped up by only
pushing down queries to information sources that can be expected to contain an an-
swer. The ultimate goal is to push down to a repository exactly that part of a more
complex query for which a repository contains an answer. This part can range from a
single statement template to the complete query. The situation can thus arise where a
subset of the query result can directly be extracted from one source, and the rest has
to be extracted and combined from different sources.

The majority of work in the area of object-oriented databases is focused on in-
dexing schema-based paths in complex object models. This work can be used in the
context of the graph-based interpretation of RDF models. More specifically, every
RDF model can be seen as a graph where nodes correspond to resources and arcs
to properties linking these resources. The result of a query to such a model is a set
of subgraphs corresponding to a path expression!. A path expression does not nec-
essarily describe a single path. In general, it describes a tree that can be created by
joining a set of paths. A path expression then is decomposed into a set of expressions
describing simple paths, the simpler path expressions are forwarded to sources that
contain the corresponding information using a path-based index structure, and the
retrieved answers are joined to create the result. This constitutes the main part of the
query processing; Figure 2.4 shows a message sequence chart for a scenario where
the top mediator has two sources one of which is again a mediator, which in turn
retrieves data from its two subordinate sources.

Since the information that makes up a path may be distributed across different
information sources, an index structure has to be used that also contains information
about sub-paths without loosing the advantage of indexing complete paths. An index
structure that combines these two characteristics is the join index hierarchy proposed
in [22]. This approach is taken as a basis for defining a source index hierarchy [20].

2.3.2 Index Creation and Maintenance

The mediator normally constructs the index during its first startup process. This au-
tomatic index construction works fairly well for small and medium sized reposito-
ries. For large data sources the construction of the index by querying all information

! At this point additional constraints such as equality and inequality constraints are ignored
that are supported by some query languages.
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Fig. 2.4. Query processing and optimization message sequence in a distributed setting

sources for the number of occurrences of statements will take too long. The prob-
lem with the straightforward creation of the index table is that querying the remote
sources for data of a certain type will result in the transmission by the source of all
of that data to the mediator'. Transmitting data over the network, however, is a very
expensive operation, especially in a distributed scenario with high communication
costs. In order to avoid this problem index information is created “locally” at the
side of the data source. Instead of sending the complete data, the local source only
sends the index information.

If the mediators are organized into a tree hierarchy, the creation of the index
table at the higher levels is made easier. The mediators at the higher levels can send
a special request to mediators at lower levels, and ask those to send their own local
index table. After this step, the received local indexes can be used in order to create
the global index table. With this technique, the network traffic can be significantly
reduced since instead of transferring all data through the network, only an aggregated
data set (the index) needs to be transferred.

Compared to instance-level indexing, our approach does not require creating and
maintaining oversized indices since there are far fewer sources than there are in-
stances. Instance indexing scales much harder in the Web environment and as men-
tioned above in many cases it would not even be applicable, e.g. when sources do
not allow replication of their data (which is what instance indices essentially do).

! Note that well a established technology such as SQL offers aggregation statements for
counting tuples that have been widely implemented. Such facilities cannot be assumed in
general.
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2.3.3 Query Planning and Optimization

The distribution of data often follows certain patterns or dependencies. Some of them
are imposed by the geographical nature of distribution, some are introduced due to
the diversity of source domains. For instance, one source may focus on a domain
A whereas another source focuses on a domain B. If there is no overlap between
the instances of the two domains one can conclude that there is no overlap between
the schema paths covered by those sources either. Such information, when available
(e.g. by analyzing the content of the index structures), can be used by the optimizer
and the path expressions from the two sources can be evaluated independently from
each other, using a set union operation at the end to produce the final result. This
effectively reduces the number of triples which are to be joined and thus also the
overall costs.

Unlike in databases, both functionality and performance of distributed RDF sys-
tems are very context dependent. In order to be able to apply the optimization meth-
ods devised in the database field, the implicit context (determined by the application
domain and other conditions) needs to be made explicit. Therefore, it is essential
for the optimizer to undergo a so-called meta-optimization phase in which it is fine-
tuned to a concrete context situation. Before the optimizer starts reordering joins and
searching for an optimal query plan, there are some high level optimization decisions
to be made which influence both the type and the behavior of the actual optimization
algorithm as well as the notion of optimality and the size of the solution space. The
implicit context is given by several factors amongst which the source capabilities, the
identity notion, the length of the query, and the available distribution dependencies
play a crucial role.

The downside of keeping only the schema information in our index, is that query
answering without the index support at the instance level is much more computa-
tionally intensive. Moreover, in the context of Semantic Web portal applications, the
queries are not human-entered anymore but rather generated by a portal’s front-end
(triggered by the user) and often exceed a size that can be easily computed by us-
ing brute force. Therefore query optimization becomes an important part of our dis-
tributed RDF query system. We try to avoid re-inventing the wheel and once again
seek inspiration in the database field, making it applicable by relationizing the RDF
model: Each single schema path p; of length 1 (also called 1-path) can be perceived
as a relation with two attributes: the source vertex s(p;) and the target vertex t(p;). A
schema path of length more than 1 is modelled as a set of relations joined together by
the identity of the adjacent vertices, essentially representing a chain query of joins.
This allows us to directly adopt the results of comparison of different join ordering
heuristics in [19]. In particular, a two-phase optimization consisting of the iterative
improvement (II) algorithm followed by the simulated annealing (SA) algorithm per-
forms very well on the class of chain join queries we are interested in.

2.3.4 Object Identity

The notion of identity in RDF is a complex issue albeit an important one. To deter-
mine whether two resources are identical is not only important for avoiding dupli-
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cates in the result set, but it is also an essential requirement for being able to compute
the join of two paths and thus compute an answer to a distributed query.

With respect to the identity notion, we divide RDF models into two groups: (1)
those where a URI comparison suffices for establishing identity and (2) those where
the simple comparison does not work. In the following we focus on the second group,
the more difficult one. In the case of document repositories, it might be the case that
a certain book or report is only contained in one repository; authors, projects and
organizations, however, will often occur in different sources. Therefore, we need
mechanisms for deciding whether two resources describe the same real-world ob-
ject. Under certain circumstances creating an explicit mapping between objects of
a certain type in different sources can be an appropriate solution for this situation.
If the number of potential objects in a class is relatively low, it is beneficial to use
explicit mappings instead of recursively checking equality between objects.

The problem of object identity is also a special characteristic of RDF data that
influences the applicability of existing query processing methods. In particular, it
distinguishes RDF from relational databases where keys are often assumed to be
unique. This difference also impacts the choice of the query processing strategy, be-
cause object comparison has to be taken into account. In the presence of this problem
it is, for example, not possible to use efficient join operations based on hash tables,
but the less efficient but more flexible ways of computing joins in chain queries are
still available.

2.3.5 HMA Advantages and Limitations

Moving from isolated information sources to an integrated data access architecture
has a number of advantages both at the conceptual and at the technical level.

At the conceptual level, it allows the data to reside at their original location where
it is created and maintained. From the user point of view, the conceptual advantage is
that the information can be accessed just like a single information source because the
mediator takes care of locating relevant information and sending parts of the query
to the respective source. At the technical level, the distributed architecture has the
advantage of an integrated querying process that offers more potential for optimiza-
tion than the isolated querying of different sources (see 2.4). First of all, it can make
use of the parallelism of the information sources to carry out necessary selection op-
erations in parallel. Further, the mediator is able to determine a near-optimal plan for
the complete query. In the isolated setting the planning is less flexible because it is
partially pre-determined by the sequential querying of the different sources.

The distribution architecture discussed so far has some serious limitations with
respect to scalability and efficiency. The problem lies in the fact that the informa-
tion sources only offer a very limited functionality and most of the operations are
executed by the mediator. This centralization of the querying process is problematic
because:

e the mediator constitutes a single point of failure;
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e the communication cost for sending large result sets from individual information
sources is a major performance penalty;

e the maintenance of a centralized index in the mediator creates an update problem
if sources are frequently updated.

The extension to a hierarchical architecture where some of the sources can be
mediators themselves reduces some of these problems. If the central mediator fails it
is still possible to access data at the lower levels of the hierarchy through the subordi-
nate mediators. From a performance point of view, the mediators at the lower levels
take over parts of the processing. In particular, they process the sub-query sent to
them thereby reducing the amount of data that is extracted from the underlying data
sources. Further, as discussed above, these mediators can contribute to the creation
and maintenace of the source index and thereby reduce the update problem.
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Fig. 2.5. Possible Problems in a Mediated System

The HMA architecture introduces some problems of its own as can be seen from
Fig. 2.5. Care has to be taken when clustering information sources into a mediator
hierarchy that a pure hierarchical structure results. When an information source is
indexed and monitored by more than one mediator (Fig. 2.5 A), inefficiencies are
introduced. A query that refers to the common source will be answered by the two
mediators that index it, resulting in duplication of retrieval and communication effort.
Another flaw in the construction of the hierarchy arises when a mediator will index
one of its ancestors (Fig. 2.5 B).
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A well-conceived mediator hierarchy has some advantages, but the problems
mentioned above still remain and ask for more flexible architectures.

2.4 Cooperative Mediator Architecture

The architectures discussed above were all data centric in the sense that the com-
munication between two related nodes in the system was strictly data driven with a
simple protocol consisting of a request (query) followed by a response (RDF data).
As a consequence, the processing of partial results had to be always performed on the
upper node in the hierarchy. This in turn was the major cause of the disadvantages
listed in the previous section.

In order to address these issues a more flexible architecture is needed. In such
architecture, (some) mediators should agree to cooperate by offering processing ca-
pabilities, especially the join evaluation, to other nodes in the network. To facilitate
this functionality, the software stack of the mediator has to be extended with a new
communication layer. This layer allows for requests of type “join the attached data
with the data obtained from your sources and deliver the result to mediator X.”

Figure 2.6 depicts such cooperative mediator architecture (CMA). The solid di-
rectional lines indicate the usual data request/response channel (the direction pointed
towards the source node), while the dotted lines represent the newly introduced pro-
cessing channels which connect communication layers of the cooperating mediators.
The CMA is a natural evolutionary step from approaches described in the previous
sections since it still maintains the simple data request-response communication, but
the evaluation of the partial results can be distributed over the cooperating mediators.

2.4.1 Paradigm Shift

While the distributed mediator architecture described in Sect. 2.3 is more of a
client-server nature, the cooperative architecture moves us closer towards the P2P
paradigm. A mediator which implements the communication layer can be consid-
ered as a peer that offers its processing capabilities to some of the other peers.

However, unlike in a typical P2P system where the number of peers is likely to be
quite high, our target applications, like digital libraries or internet portals, do not typ-
ically reach millions of collaborating nodes. The growth of such network is usually
much more controlled and also peers are less volatile than in a typical P2P system
where peers join and leave the network in very dynamic fashion. Another difference
is that broadcasting which causes the main bottleneck in P2P systems occurs in our
system very seldom as the mediator keeps the index of its sources and knows exactly
how to split the query and where to route the sub-queries. For this reasons, we do
not impose any particular selforganizing network topology on the way cooperating
peers are connected. The data channels however, still remain hierarchical. Should
the application demand a very high number of cooperating peers, efficient network
topologies such as [18] would have to be considered.
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From the user’s point of view, our system offers a number of entry points to the
underlying data sources. The user poses a query against one of the mediators and the
peers in the system cooperate in order to deliver the answer faster. From this point
of view it resembles the grid computing where several geographically distributed
computers jointly cooperate on solving a given task.

2.4.2 Query Processing and Query Optimization

Like the HMA, the query processing in the CMA starts with the node that receives
the initial query, the path index is consulted and the query is split into sub-queries and
routed to the appropriate sources, among which can be local sources as well as other
mediators some of which may have agreed to cooperate on query processing. The
results from “simple” sources are transferred to the initiating mediator — this part of
the query plan is identical to that in the HMA. The difference is in treating the co-
operating nodes (mediators that implement the communication layer). The mediator
with the initial query becomes a coordinator and orchestrates the other cooperating
peers. It creates an extended query plan that takes into account the connection speed
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among different nodes, their processing capacity as well as available data statistics.'
For the cooperating nodes, this query plan may consists of a sequence of the follow-
ing query processing instructions:

Gather data from the local sources (given a sub-query)
Receive external data

Join (a part of) the obtained data

Ship (a part of) data to another node

Provide local statistics (cardinalities, work-load, etc.)

Since the data sources are autonomous the statistics that are needed to make a
good query plan are often not readily available. The mediator gathers these statistics
about its subordinate sources in time with every new query. On top of that, there is
a so-called calibration phase during the mediator setup, where several pre-compiled
queries are fired; the system tries to assess some of the necessary parameters. All this
is, however, not enough if the data in the underlying sources changes rapidly or if
the load of the cooperating peers varies considerably. To tackle these conditions, it is
sometimes necessary to intertwine the query processing with query planning. In ideal
circumstances, the optimizer makes one plan at the beginning and this plan is exe-
cuted during the query processing. In more volatile environments or in cases where
no or very little statics are available, the mediator makes first a partial query plan and
requests the up-to-date statistics from the cooperating peers; these are subsequently
used by the optimizer to improve the initial plan.

As an example let us consider a case of a heterogenous cooperative network
where two nodes M ediator2 and M ediator3 are connected via a high speed con-
nection while their connection to Mediatorl is considerably slower. Figure 2.7 de-
picts a message sequence chart of processing a query issued against Mediatorl.
First, Mediatorl consults its index and splits the query into sub-queries. Then it
consults the two cooperative peer mediators and requests statistics about their partial
results. This information is then used by the optimizer, which makes a query plan
for a two-way semi-join [6] in which Mediator2 and Mediator3 exchange their
data (the set of URI’s of resources, which is needed to make a join between the two
sub-paths); each of the nodes filters out path instances that will not be present in
the result, i.e. they perform a join on their local data with the joining attribute from
each other. Subsequently both peers ship the filtered results to Mediator]l which
performs the final join together with the data obtained locally. Due to the semi-join
method, all data coming from the cooperative peers will appear in the result, the ad-
vantage being that the data transfer on the “expensive” lines (i.e., those that connect
Mediator2 and Mediator3 with M ediatorl) is kept minimal.

2.4.3 Making the Query Plan Robust

Extending the hierarchical mediator architecture towards a network of cooperative
mediators has the potential to bring benefits both in terms of improved performance

! We assume a heterogenous network both in terms of network bandwidth, processing power,
and (local) data amounts.
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Fig. 2.7. Query processing and optimization message sequence in a cooperative setting

and flexibility. However, since the cooperating nodes are still autonomous, their
agreement to cooperate does not guarantee exclusivity, i.e. they can accept requests
from other nodes at the same time. Therefore it is desirable that the query optimiza-
tion in such a distributed setting is resilient — at least to some extent — to sudden
changes of workload (and therefore performance) which may occur in some of the
cooperating nodes.

The idea of intertwining query planning with query processing is the first step
to make the query answering more robust. By splitting the query plan into smaller
pieces (which may change during the course of answering the query once the nec-
essary statistics are present) the optimizer better reacts on the actual situation of
the entire system. Every such split, however, introduces the overhead of statistics
retrieval and re-optimizing the rest of the plan. Thus it is important to keep the num-
ber of planing preemptions minimal. The chosen (sub)plan should not turn from a
reasonably good plan to a very bad plan if one or more sources do not perform as
expected. There is an inherent tradeoff between how robust or safe the plan can be
and how good it is, given that the initial assumptions hold.

The translation of the query optimization problem into a search problem, led us to
identify the following main dimensions: the join ordering problem and the problem
of distributing the work among the cooperating nodes. Our optimizer implements a
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heuristic algorithm that walks the problem space evaluating the cost function (the
cost model). The idea of finding a robust query plan corresponds to finding a high
plateau in hill-climbing terminology. In such a plan even if some of the parameters
change the overall cost will not deteriorate much. On the other hand, even a very
good solution which is found on the border of an abyss in our search space should
be avoided since a small change in the underlying assumptions can cause a big cost
penalty. In order to obtain a relatively stable solution, the optimizer explores the
neighborhood of k top plans and picks the one which meets the “safety” requirements
and offers a good performance tradeoff.

2.5 Summary and Discussion

In this chapter we discussed several architectures for querying RDF data sources.
The most flexible and robust, but also most complex one, is the cooperating media-
tor architecture (CMA). This is a hybrid architecture. At the top level, it satisfies the
pure P2P organizational model of full decentralization of services. This level shows
the redundancy of service that is required to make it robust against server-failure'.
The lower levels of the CMA display a master-slave or client-server like architecture.
Note that the CMS architecture can achieve the same results as the hierarchical me-
diator architecture, but with only two layers. It is more flexible than the HMA, since
every mediator node can act as root of a virtual HMA system. The CMA architecture
resembles the two layer architecture of the Edutella system[16]. The Edutella upper
layer consists of superpeers that are distinguished by their superior processing and
storage capabilities. The superpeers constitute the stable, performant backbone of
the Edutalla system and can collaborate with each other in answering queries. The
lower layers consists of peers that have generally less resources and operate under
the control of one superpeer.

In the CMA architecture, every top-level node can access the other top-level
nodes directly on the basis of its indices, and each lower level node through the
node above it. In P2P systems each node only knows its neighboring nodes. In some
P2P systems, such as Gnutella [1], and Freenet [2], items, such as files, are located
by using a generic routing strategy, hopping from one neighbor to the next until the
item is found. In other P2P systems, such as P-Grid [4], and CAN [17], a much more
efficient goal-directed search can be performed, which uses the distributed indexing
structures that are built up in the construction process of the network. The degree
of overview of the system has consequences for query optimization. Since each top-
level node in a CMA knows the other top-level nodes and can cooperate with them,
query plans can be made and optimized. In schema-aware P2P systems like Edutella
[16] and Piazza (Chap. 12), each node only knows its peers. This means in Edutella,
that queries are split up and passed on to other superpeers, that are likely to control

! Note that not all P2P systems possess this property. An early P2P system such as Napster
[3], has a centralized search service where peers have to register and submit their requests
for files. Only the file transfer itself is Peer-to-Peer.
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relevant data and the answers, upon return, are combined at the originating peer. This
is an iterative process. In Piazza, each node has semantic mappings of its own schema
to the schemas of its neighbors, as well as a concordance table to match values. It
is thus capable of reformulating a query into one that its neighbor can understand.
Each node that is posed a query thus constructs an anwer based on its own data and
the data that it obtains from its direct neighbors. Again, this is an iterative process.
Since there is no global view in these systems, no advanced query planning can be
performed. The important query optimization issue is to avoid to send a query to a
peer which will not be able to give an answer (that is whose schema has no overlap
with the query).

Peer-to-Peer systems, such as Napster and Gnutella, deal with rather coarse-
grained items, such as files that have to be retrieved in their entirety. The files are
distributed across the peers. To make these systems fault-tolerant items are repli-
cated. Where a file is replicated to, depends on the copying behaviour of the peers.
In the kind of RDF querying systems considered here, where the repositories are in
principle independent and can add their own data, replication only arises when the
same data is entered at different locations. These systems are rather characterized
by fragmentation. Horizontally, for data with a similar schema but with instances of
local interest (the collection of triples is then split up over different nodes), and ver-
tically, when it represents a local specialization. The knowledge repositories, such
as library catalogs, we have been considering are rather vertically fragmented. That
is, when one wants to ask a path query the answering process usually will have to
obtain the pieces of the path from several sources.

The schema in the CMA is global. Integration is done at the peer repositories.
This situation resembles that of Edutella, where each superpeer has a global schema,
covering the peers that it controls, and the schema of these peers is mapped to it. In
Piazza, the integration is done by each peer that joins, by constructing the semantic
mapping to its new neighbors.

In this chapter we focused on the architectural support for RDF query execution
and planning. We did not cover issues such as the composition of the system, and
the joining or leaving of peers. Theses are often important in P2P systems, however,
the systems we consider have a rather stable composition. Another issue not touched
upon is the interplay between extentional and intentional data, that is a part the RDF
querying process and also plays a role in the optimization process.
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Summary. In Peer-to-peer (P2P) systems a very large number of autonomous computing
nodes (the peers) pool together their resources and rely on each other for data and services.
More and more P2P data management systems rely nowadays on intensional (i.e., schema) in-
formation for integrating and querying peer bases. Such information can be easily captured by
emerging Semantic Web languages such as RDF/S. In this chapter, we present the SQPeer mid-
dleware for processing RQL queries over peer RDF/S bases (materialized or virtual), which
are advertised using adequate RVL views. The novelty of SQPeer lies on the interleaved ex-
ecution of the query routing and planning phases using intensional advertisements of peer
bases under the form of RDF/S schema fragments (i.e., views). More precisely, routing is
responsible for discovering peer views relevant to a specific query based on appropriate sub-
sumption techniques of RDF/S schema fragments. On the other hand, query planning relies
on the obtained data localization information, as well as compile and run-time optimization
techniques. The generated plans are then executed in a fully distributed way by the involved
peers for obtaining as fast as possible the first results of a query available in peer bases. This
can be achieved by initially considering the peer bases that answer the whole query and at
each iteration round, to route and evaluate smaller query fragments. The interleaved execu-
tion not only favors intra-peer processing, which is less expensive that the inter-peer one, but
additionally takes benefit of a parallel execution of the query routing, planning and execution
in different peers. Peers can exchange query plans and results, as well as, revisit established
plans using appropriate communication channels. We finally demonstrate through examples
the execution of two main query processing phases for two different architectural alternatives,
namely a hybrid and a structured RDF/S schema-based P2P system.

3.1 Introduction

Peer-to-peer (P2P) computing is currently attracting enormous attention, spurred by
the popularity of file sharing systems such as Napster [29], Gnutella [14], Freenet [8],
Morpheus [28] and Kazaa [23]. In P2P systems a very large number of autonomous
computing nodes (the peers) pool together their resources and rely on each other for
data and services. P2P computing introduces an interesting paradigm of decentraliza-
tion going hand in hand with an increasing self-organization of highly autonomous
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peers. This new paradigm bears the potential to realize computing systems that scale
to very large numbers of participating nodes while ensuring fault-tolerance.

However, existing P2P systems offer very limited data management facilities.
In most of the cases, searching relies on simple selection conditions on attribute-
value pairs or IR-style string pattern matching. These limitations are acceptable for
file-sharing applications, but in order to support highly dynamic, ever-changing,
autonomous social organizations (e.g., scientific or educational communities) we
need richer facilities in exchanging, querying and integrating (semi-) structured
data hosted by peers. To this end, we essentially need to adapt the P2P computing
paradigm to a distributed data management setting. More precisely, we would like
to support loosely coupled communities of peer bases, where each base can join and
leave the network at free will, while groups of peers can collaboratively undertake
the responsibility of query processing.

The importance of intensional (i.e., schema) information for integrating and
querying peer bases has been highlighted by a number of recent projects [3, 32] (see
also Chap. 12,13). A natural candidate for representing descriptive schemata of infor-
mation resources (ranging from simple structured vocabularies to complex reference
models [38]) is the Resource Description Framework/Schema Language (RDF/S). In
particular, RDF/S (a) enables a modular design of descriptive schemata based on the
mechanism of namespaces; (b) allows easy reuse or refinement of existing schemata
through subsumption of both class and property definitions; (c) supports partial de-
scriptions since properties associated with a resource are by default optional and re-
peated and (d) permits super-imposed descriptions in the sense that a resource may
be multiply classified under several classes from one or several schemata. These
modelling primitives are crucial for P2P data management systems where mono-
lithic RDF/S schemata and resource descriptions cannot be constructed in advance
and peers may have only partial descriptions about the available resources.

In this chapter, we present the ongoing SQPeer middleware for routing and plan-
ning declarative queries in peer RDF/S bases by exploiting the schema of peers. More
precisely, we make the following contributions:

e In Sect. 3.2.1 we illustrate how peers can formulate complex (conjunctive)
queries against an RDF/S schema using RQL query patterns [21].

o In Sect. 3.2.2 we detail how peers can advertise their base at a fine-grained level.
In particular, we are employing RVL view patterns [27] for declaring the parts of
an RDF/S schema which are actually (or can be) populated in a peer base.

e In Sect. 3.2.3 we introduce a semantic routing algorithm that matches a given
RQL query against a set of RVL peer views in order to localize relevant peer
bases. More precisely, this algorithm relies on the query/view subsumption tech-
niques introduced in [7] to produce query patterns annotated with localization
information.

e In Sect. 3.2.4 we describe how SQPeer query plans are generated by taking into
account the involved data distribution (e.g., vertical, horizontal) in peer bases. To
this end, we employ an object algebra for RQL queries introduced in [22].
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e In Sect. 3.2.5 we discuss several compile and run-time optimization opportunities
for SQPeer query plans.

e In Sect. 3.3 we sketch how the SQPeer query routing and planning phases can be
actually used by groups of peers in order to deploy hybrid (i.e., super-peer) and
structured P2P database systems.

Finally, Sect. 3.4 discusses related work and Section 3.5 summarizes our contri-
butions.

3.2 The SQPeer Middleware

In order to design an effective query routing and planning middleware for peer
RDF/S bases, we need to address the following issues:

. How do peer nodes formulate queries?

. How do peer nodes advertise their bases?

. How do peer nodes route a query?

. How do peer nodes process a query?

. How are distributed query plans optimized?

R O R S

In the following subsections, we will present the main design choices for SQPeer
in response to the above issues.

Table 3.1. RQL class and property query patterns

| Path Patterns [ Interpretation
Class Path Patterns
$C {c| cis a schema class}
$C{X} {[c, z] | ¢ a schema class, x in the interpretation
of class c}
$C{X;$D} {[c,z,d] | ¢, dare schema classes, d is a subclass
of ¢, x is in the interpretation of class d}
Property Path Patterns
@P {p | pis a schema property}
{X} @P {Y} {[z,p, y] | pis a schema property, [z, y] in the
interpretation of property p}
{$C} @P {$D} { [¢,p, d] | pis aschema property, ¢, d are

schema classes, c is a subclass of p’s domain,
d is a subclass of p’s range }
{X; $C} @P {Y; $D}|{[x, ¢, p,y,d] | p is a schema property, c, d are schema
classes, c is a subclass of p’s domain, d is a subclass
of p’s range, x is in the interpretation of c,
y is in the interpretation of d, [z, y] is in the
interpretation of p}
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Fig. 3.1. An RDF/S schema, an RVL view and an RQL query pattern

3.2.1 RDF/S-based P2P databases and RQL Queries

In SQPeer we consider that each peer provides RDF/S descriptions about information
resources available in the network that conform to a number of RDF/S schemata
(e.g., for e-learning, e-science, etc.). Peers employing the same schema to create such
descriptions in their local bases belong essentially to the same Semantic Overlay
Network (SON) [9, 37]. In the upper part of Fig. 3.1, we can see an example of an
RDF/S schema defining such a SON, which comprises four classes, C1, C2, C3 and
C4, that are connected through three properties, propl, prop2 and prop3. There
are also two subsumed classes, C5 and C6, of C1 and C2 respectively, which are
related with the subsumed property prop4 of propl. Finally, classes C7 and C8
are subsumed by C5 and C6 respectively.

Queries in SQPeer are formulated by peers in RQL, according to the RDF/S
schema (e.g., defined in a namespace n1) of the SON they belong using an appropri-
ate GUI [1]. RQL queries allow us to retrieve the contents of any peer base, namely
resources classified under classes or associated to other resources using properties
defined in the RDF/S schema. It is worth noting that RQL queries incur both inten-
sional (i.e., schema) and extensional (i.e., data) filtering conditions. Table 3.1 sum-
marizes the basic class and property path patterns, which can be employed in order
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to formulate complex RQL query patterns. These patterns are matched against the
RDF/S schema or data graph of a peer base in order to bind graph nodes or edges to
the variables introduced in the from-clause. The most commonly used RQL patterns
essentially specify the fragment of the RDF/S schema graph (i.e., the intensional in-
formation), which is actually involved in the retrieval of resources hosted by a peer
base.

For instance, in the bottom right part of Fig. 3.1 we can see an RQL query
Q returning in the select-clause all the resources binded by the variables X and
Y. The from-clause employs two property patterns (i.e., {X}nl:propl{Y} and
{Y}nl:prop2{Z}), which imply a join on Y between the target resources of the
property propl and the origin resources of the property prop2. Note that no re-
strictions are considered for the domain and range classes of the two properties, so
the end-point classes C1, C2 and C3 of propl and prop2 are obtained from their
corresponding schema definitions in the namespace nl. The where-clause, as usual,
filters the binded resources according to the provided boolean conditions (e.g., on
variable Z). The right middle part of Fig. 3.1 illustrates the pattern of query Q, where
X and Y resource variables are marked with “*” to denote projections.

In the rest of this chapter, we are focusing on conjunctive queries formed only
by RQL class and property patterns, as well as projected variables (filtering condi-
tions are ignored). We should also note that SQPeer’s query routing and planning
algorithms can be also applied to less expressive RDF/S query languages [15].

3.2.2 RVL Advertisements of Peer Bases

Each peer should be able to advertise the content of its local base to others. Us-
ing these advertisements a peer becomes aware of the bases hosted by others in the
system. Advertisements may provide descriptive information about the actual data
values (extensional) or the actual schema (intensional) of a peer base. In order to
reason on the intension of both the query requests and peer base contents, SQPeer
relies on materialized or virtual RDF/S schema-based advertisements. In the former
case, a peer RDF/S base actually holds resource descriptions created according to the
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employed schema(s), while in the latter, schema(s) can be populated on demand with
data residing in a relational or an XML peer base. In both cases, the RDF/S schema
defining a SON may contain numerous classes and properties not necessarily pop-
ulated in a peer base. Therefore, we need a fine-grained definition of schema-based
advertisements. We employ RVL views to specify the fragment of an RDF/S schema
for which all classes and properties are (in the materialized scenario) or can be (in
the virtual scenario) populated in a peer base. These views may be broadcasted to (or
requested by) other peers, thus informing the rest of the P2P system of the informa-
tion available in the peer bases. As we will see in Section 3.3, peer view propagation
depends strongly on the underlying P2P system architecture.

The bottom left part of Fig. 3.1 illustrates the RVL statement employed to
advertise a peer base according to the RDF/S schema identified by the names-
pace nl. This statement populates classes C5 and C6 and property prop4 (in
the view-clause) with appropriate resources from the peer’s base according to the
bindings introduced in the from-clause. Given the query pattern used in the from-
clause, C5 and C6 are populated with resources that are direct instances of C5
and C6 or any of their subsumed classes, i.e., C7 and C8. Actually, a peer adver-
tising its base using this view is capable to answer query patterns involving not
only the classes C5 and Cé6 (and prop4), but also any of the classes (or proper-
ties) that subsume them. For example, Fig. 3.2 illustrates a simple query involv-
ing classes C1, C2 and property propl subsuming the above peer view 1 (verti-
cal subsumption). The second peer view illustrated in Fig. 3.2 extends the previ-
ous view with resource instances of class C3, which are reachable through prop2
with instances of C6. Peer view 2 can be employed to answer not only a query
{X;Cc5}prop4{Y;C6}prop2{Z;C3} but also any of its fragments. As a mat-
ter of fact, the results of this query are contained in either {X; C5}prop4{Y;Cé6}
or {Y;C6}prop2{z;C3} (horizontal subsumption). Therefore peer view 2 can
also contribute to the query {X;C1}propl{Y;C2}.
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Routing Algorithm:
Input: A query pattern QP.
Output: An annotated query pattern QP'.

1. QP' := construct an empty annotated query pattern for QP
2. VP := lookup (QP)
3. for all view patterns VP, ¢ VP, i=1 ... n do

if isSubsumed (VP;, QP) then
annotate QP’ with peer P responsible for VP;
end if
end for
4. return QP'

Fig. 3.4. Query Routing Algorithm

It is worth noting that the class and property patterns appearing in the from-clause
of an RVL statement are the same as those appearing in the corresponding clause of
RQL, while the view-clause states explicitly the schema information related with the
view results (see view pattern in the middle of Fig. 3.1). A more complex example is
illustrated in the left part of Fig. 3.3, comprising the view patterns of four peers. Peer
P1 contains resources related through properties propl and prop2, while peer P4
contains resources related through properties prop4 and prop2. Peer P2 contains
resources related through prop1, while peer P3 contains resources related through
prop?2.

We can note the similarity in the intensional representation of peer base adver-
tisements and query requests, respectively, as view and query patterns. This represen-
tation provides a uniform logical framework to route and plan queries through dis-
tributed peer bases using exclusively intensional information (i.e., schema/typing),
while it exhibits significant performance advantages. First, the size of the indices,
which can be constructed on the intensional peer base advertisements, is consider-
ably smaller than on the extensional ones. Second, by representing in the same way
what is queried by a peer and what is contained in a peer base, we can reuse the
RQL query/RVL view (sound and complete) subsumption algorithms, proposed in
the Semantic Web Integration Middleware (SWIM [7]). Finally, compared to global
schema-based advertisements [32], we expect that the load of queries processed by
each peer is smaller, since a peer receives queries that exactly match its base. This
also affects the amount of network bandwidth consumed by the P2P system.

3.2.3 Query Routing and Fragmentation

Query routing in SQPeer is responsible for finding the relevant to a query peer views
by taking into account data distribution (vertical, horizontal and mixed) of peer bases
committing to an RDF/S schema.

The routing algorithm (outlined in Fig. 3.4) takes as input a query pattern and
returns a query pattern annotated with information about the peers that can actually
answer it. A lookup service (i.e., function lookup), which strongly depends on the
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underlying P2P topology, is employed to find peer views relevant to the input pattern.
The query/view subsumption algorithms of [7] are employed to determine whether a
query can be answered by a peer view. More precisely, function isSubsumed checks
whether every class/property in the query is present or subsumes a class/property of
the view (as previously illustrated in Fig. 3.2).

Prior to the execution of the routing algorithm, a fragmentor is employed to
break a complex query pattern given as input into more simple ones, according to
the number of joins (input parameter #joins) between the resulting fragments, which
are required to answer the original pattern. Recall that a query pattern is always a
fragment graph of the underlying RDF/S schema graph. The input parameter #joins
is determined by the optimization techniques employed by the query processor. In
the simplest case (i.e., #joins equals to the maximum number of joins in the input
query), both query and view patterns are decomposed into their basic class and prop-
erty patterns (see Table 3.1). For each query fragment pattern, the routing algorithm
is executed and all the available views are checked for identifying those that can
answer it.

Figure 3.3 illustrates an example of how SQPeer routing algorithm works given
an RQL query Q composed by two property patterns, namely Q1 and Q2, as well
as the views of four peers. The middle part of the figure depicts how each pattern
matches one of the four peer views. The variable #joins in this example is set to 1,
so the two simple property patterns of query Q are checked. A more sophisticated
fragmentation example will be presented in Section 3.3. P1’s view consists of the
property patterns Q1 and Q2, so both patterns are annotated with P1. P2’s view
consists of pattern Q1 and P3’s view consists of Q2, so Q1 and Q2 are annotated
with P2 and P3 respectively. Finally, P4’s view is subsumed by patterns Q1 and Q2,
since prop4 is a subproperty of prop1l. Similarly to P1, Q1 and Q2 are annotated
with P4. In the right part of Fig. 3.3 we can see the annotated query pattern returned
by the SQPeer routing algorithm, when applied to the RQL query and RVL views of
our example.

It should be also stressed that SQPeer is capable to reformulate queries expressed
against a SON RDF/S schema in terms of heterogeneous descriptive schemata em-
ployed by remote peers. This functionality is supported by powerful mappings to
RDF/S of both structured relational and semistructured XML peer bases offered by
SWIM [7].

3.2.4 Query Planning and Execution

Query planning in SQPeer is responsible for generating a distributed query plan ac-
cording to the localization information returned by the routing algorithm. The first
step towards this end, is to provide an algebraic translation of the RQL query patterns
annotated with data localization information.

The algebraic translation algorithm (see Fig. 3.5) relies on the object algebra of
RQL [22] (see also Chap. 1,2). Initially, the annotated query pattern (i.e., a schema
fragment) is traversed and for each subfragment considered by the fragmentation
policy the annotations with relevant peers are extracted. If more than one peer can



3 Query Processing in RDF/S-Based P2P Database Systems 67

Algebraic Translation Algorithm:

Input: An annotated query pattern AQ' and current fragment
pattern PP (initially the root).

Output: A query plan QP corresponding to the annotated query
pattern AQ'.

1. QP := 0
2. P := {P1...Pn}, set of peers obtained by the annotation of
PP in AQ
3. for all peers P, € P do
QP := QP|JPP@P, -Horizontal Distribution-
end for
4. for all fragment patterns PP; € children (PP)
TP; := Algebraic Translation Algorithm(PP;, AQ)
end for
QP := Xcp(QP, TP1, ..., TP,) -Vertical Distribution-

5. return QP

Fig. 3.5. Algebraic Translation Algorithm

answer the same pattern, the results from each such peer base are “unioned” (hor-
izontal distribution). As the query pattern is traversed, the results obtained for dif-
ferent patterns that are connected at a specific domain or range class are “joined”
(vertical distribution). The final query plan is created when all fragment patterns are
translated.

Figure 3.6 illustrates how the RQL query Q introduced in Fig. 3.1 can be trans-
lated given the four peer views presented in Fig. 3.3. In this example, we assume
that P1 has already executed the routing algorithm in order to generate the annotated
query pattern depicted in Fig. 3.3. The algebraic translation algorithm, also running
at P1, initially translates the root pattern, i.e., Q1, into the algebraic Subplan 1
depicted in Fig. 3.6 (i.e., P1, P2 and P4 can effectively answer the subquery). The
partial results obtained by these peers should be “unioned” (horizontal distribution).
By checking all the children patterns of the root, we recursively traverse the input
annotated query pattern and translate its constituent fragment plans. For instance,
when Q2 is visited as the first (and only) child of Q1 the algebraic Subplan 2 is
created (i.e., P1, P3 and P4 can effectively answer the subquery). Then, the returned
query plan concerning Q2 is “joined” (vertical distribution) with Subplan 1, thus
producing the final plan illustrated in the left part of Fig. 3.6 (i.e., no more fragments
of the initial annotated query pattern Q need to be traversed). We can easily observe
from our example that taking into account the vertical distribution ensures correct-
ness of query results (i.e., produce a valid answer), while considering horizontal
distribution in query plans favours completeness of query results (i.e., produce more
and more valid answers).

In order to create the necessary foundation for executing distributed query
(sub)plans among the involved peers, SQPeer relies on appropriate communication
channels. Through channels, peers are able to route (sub)plans and exchange the in-
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Fig. 3.6. Query plan generation and channel deployment in SQPeer

termediary results produced by their execution. It is worth noticing that channels al-
low each peer to further route and process autonomously the received (sub)plans, by
contacting peers independently of the previous routing operations. Finally, channel
deployment can be adapted during query execution in order to response to network
failures or peer processing limitations. Each channel has a root and a destination
node. The root node of a channel is responsible for the management of the chan-
nel by using its local unique id. Data packets are sent through each channel from
the destination to the root node. Beside query results, these packets can also contain
information about network or peer failures for possible plan modification or even
statistics for query optimization purposes. The channel construct and operations of
ubQL [33] are employed to implement the above functionality in the SQPeer mid-
dleware.

Once a query plan is created and a peer is assigned to its execution (see Sect.
3.2.5), this peer becomes responsible for the deployment of the necessary channels
in the system (see right part of Fig. 3.6). A channel is created having as root the
peer launching the execution of the plan and as destination one of the peers that
need to be contacted each time according to the plan. Although each of these peers
may contribute in the execution of the plan by answering to more than one fragment
queries, only one channel is of course created. This is one of the objectives of the
optimization techniques presented in the sequel.

3.2.5 Query Optimization

The query optimizer receives an algebraic query plan created and outputs an opti-
mized execution plan. In SQPeer, we consider two possible optimization strategies
of distributed query plans, namely compile and run-time optimizations.

Compile-time Optimization

Compile-time optimization relies on algebraic equivalences (e.g., distribution of
joins and unions) and heuristics allowing us to push, as much as, possible query
evaluation to the same peers. Additionally, cost-based optimization relies on statistics
about the peer bases in order to reorder joins and choose between different execution
policies (e.g., data versus query shipping).
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Fig. 3.7. Optimizing query plans by applying algebraic equivalences and heuristics

As we have seen in Fig. 3.6, the algebraic query plan produced contains unions
only at the bottom of the plan tree. We can push unions to the top and consequently
push joins closer to the leaves. This makes possible (a) to evaluate an entire join at a
single peer (intra-peer processing) when its view is subsumed by the query fragment,
and (b) to parallelize the execution of the union in several peers. The latter can be
achieved by allowing for example each fragment plan (consisting of only joins) to
be autonomously processed and executed by different peers. The former suggests
applying the following algebraic equivalence as long as the number of inter-peer (i.e.,
between different peers) joins in the equivalent query plan is less than the intra-peer
one. This heuristic comes in accordance to best effort query processing strategies for
P2P systems introduced in [41]. Moreover, promoting intra-peer processing exploits
the benefits of query shipping as discussed in [12].

Algebraic equivalence: Distribution of joins and unions

Given a subquery <t (J(Q11, ..., Q1n), U(Q21, - .., Qam)) rewrite it into | J(><
(Q11,Q21),> (Q11,Q22), - - -, (Q1n; Q2m))-

According to the above algebraic equivalence, the algebraic query plan of Fig. 3.6
is transformed into the equivalent query execution Plan 2 of Fig. 3.7. One can
easily observe that query P1lan 2 does not take into account the fact that one peer
(e.g., P4) can answer more than one successive patterns, unless more sophisticated
fragmentation is considered (see Section 3.2.4). To this end, we apply the following
two heuristics for identifying those subplans that can be answered by the same peer.

Heuristic 1:

Given a subquery <1 (Q1QP;, ..., Q,QF;) rewrite it into QQP;, where () =
Q1 ... Q.

Heuristic 2:
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Fig. 3.8. Data and Query Shipping Example

Given a subquery <1 (< (QP, Q1QPF;), Q2QP;) rewrite it into <1 (QP, QQF;),
where QQ = Q1 > Q.

As we can see in Fig. 3.7, the produced P1an 3 enables to execute the entire
query pattern Q to the relevant peers, i.e., joins on properties propl and prop2
will be executed by peers P1 and P4 respectively.

Furthermore, statistics about the communication cost between peers (e.g., mea-
sured by the speed of their connection) and the size of expected intermediary query
results (given by a cost-model) can be used to decide which peer and in what order
will undertake the execution of each query operator and thus the concrete channel
deployment. To this end, the processing load of the peers should also be taken into
account, since a peer that processes fewer queries, even if its connection is slow,
may offer a better execution time. This processing load can be measured by the ex-
istence of slots in each peer, which show the amount of queries that can be handled
simultaneously.

Having these statistics in hand, a peer (e.g., P1) can decide at compile-time be-
tween data, query or hybrid shipping execution policies. In the left part of Fig. 3.8
we can see the data shipping alternative, since P1 sends queries Q’ and Q” to peers
P2 and P3 and joins their results locally. In the right part of Fig. 3.8 we can see the
query shipping alternative, since P1 decides to forward the join operation down to
P2, which in turn receives the results from P3 and executes the join locally before
sending the full answer to P1 for further processing. At the bottom of the figure, we
can see the deployment of the corresponding channels for each of these two alterna-
tive execution policies. In the case where the communication cost between peers P1
and P3 is greater than the cost between peers P2 and P3 or P2 intermediate results for
subquery Q’ are large, query-shipping is preferable, since it exploits the fastest peer
connection. In the case where peer P2 has a heavy processing load, data-shipping
should be chosen, since P1 will execute both the union and the join operators of
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the plan. In a situation where we have to choose between two or more of the above
optimizations, SQPeer favors the execution of the intra-site query operators.

Run-time Optimization

On the other hand, run-time adaptability of query plans is an essential characteristic
of query processing when peer bases join and leave the system at free will or more
generally when system resources are exhausted. For example, the optimizer may
alter a running query plan by observing the throughput of a certain channel. This
throughput can be measured by the number of incoming or outgoing tuples (i.e.,
resources related through one or several properties). Changing query plans may alter
an already installed channel, as well as the query plans of the root and destination
peer of the channel. These changes include deciding at execution time on altering
the data or query shipping decision or discovering alternative peers for answering a
certain subplan. The root peer of each channel is responsible for identifying possible
problems caused by environmental changes and for handling them accordingly. It
should also inform all the involved peers that are affected by the alteration of the
plan. Since the alteration is done on a subplan and not on the whole query plan, only
the peers related to this subplan should be informed and possibly a few other peers
that contain partial results from the execution of the failed plan. Finally, the root peer
should create a new query plan by re-executing the routing and planning phases and
not taking into consideration those peers that became obsolete.

We should keep in mind that switching to a different query plan in the middle of
the query execution raises interesting problems. Previous results, which were already
created by the execution of the query to possible multiple peers, have to be handled,
since the new query plan will produce new results. There are two possible solutions to
this issue. The ubQL approach [33] proposes to discard previous intermediate results
and all on-going computations are terminated. Alternatively, [19] proposes a phased
query execution, in which each time the query plan is changed, the system enters into
a new phase. The final phase, which is called the cleanup phase, is responsible for
combining the sub-results from the other phases in order to obtain a full answer. In
SQPeer middleware, we have adopted the ubQL approach.

3.3 P2P Architectures and SQPeer

SQPeer can be used in different P2P architectural settings. Even though the specific
P2P architecture affects peers’ topology, the proposed algorithms can be applied to
any particular architectural setting. Recall that the existence of SONs minimizes the
broadcasting (flooding) activity in the P2P system, since a query is received and pro-
cessed only by the relevant peers. In the sequel, we detail the possible roles that peers
may play in each setting with respect to their corresponding computing capabilities.

On the one hand, we have client-peers, which may frequently join or leave the
system. These peers have only the ability to pose RQL queries to the rest of the P2P
system. Since these peers usually have limited computing capabilities and they are
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connected to the system for short period of time, they do not participate in the query
routing and planning phases.

On the other hand, we may have simple-peers that also act autonomously by join-
ing or leaving the system, maybe not so frequently as client-peers. Their correspond-
ing bases can be shared by other peers during their connection to the P2P system.
When they join the system, simple-peers can broadcast their views or alternatively
request the RVL views of their known neighbors. Thus, a simple-peer identifies and
connects physically with the SON(s) it belongs to and becomes aware of its new
neighborhood. Simple-peers have also the ability to pose queries as client-peers, but
with the extra functionality of executing these queries against their own local bases
or coordinate the execution of fragment queries on remote peers.

Additionally, a small percentage of the peers may play the role of super-peers.
Super-peers are usually highly-available nodes offering high computing capabilities
and each one acts as a centralized server for a subset of simple-peers. Super-peers
are mainly responsible for routing queries through the system and for managing the
cluster of simple-peers that are responsible for. Furthermore, super-peers may play
the role of a mediator in a scenario where a query expressed in terms of a globally
known schema needs to be reformulated in terms of the schemata employed by the
local bases of the simple-peers by using appropriate mapping rules.

In this context, we consider two architectural alternatives distinguished according
to the topology of the peer network and the distribution of peer base advertisements.
The first alternative corresponds to a hybrid P2P architecture based on the notion of
super-peers, while the second one is closer to a structured P2P architecture based
on Distributed Hash Tables (DHTS). In the structured architecture, SONs are created
in a self-adaptive way, while in the super-peer architecture SONs are created in a
more static way, since each super-peer is responsible for the creation and further
management of SONSs. It should be stressed that while in the structured architecture,
peers handle both the query routing and planning load, super-peers are primarily
responsible for routing and simple-peers for query planning in two distinct phases.
Additionally, super-peers are aware of all simple-peer views in a SON, while in the
structured alternative this knowledge is distributed and becomes available through
an adequate lookup service.

3.3.1 Hybrid P2P SONs

In a hybrid P2P system [42, 32] (see also Chapt. 8) each peer is connected with at
least one super-peer, who is responsible for collecting the views (materialized or vir-
tual) of all its simple-peers. The peers, holding bases described according to the same
RDF/S schema, are clustered under the same super-peer. Thus, each peer implic-
itly knows the views of all its semantic neighbors. In a more sophisticated scenario,
super-peers are responsible only for a specific fragment of the RDF/S schema and
thus a cluster of super-peers is responsible for the entire schema. Moreover, a hierar-
chical organization of super-peers can be adopted, where the classes and properties
managed at each level are connected through semantic relationships (e.g., subsump-
tion) with the class and properties of the upper and lower levels.



3 Query Processing in RDF/S-Based P2P Database Systems 73
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Fig. 3.9. SQPeer separated query routing and planning phases in a hybrid P2P system

When a peer connects to a super-peer, it forwards its corresponding view. All
super-peers are aware of each other, in order to be able to answer queries expressed
in terms of different RDF/S schemata (or fragments), while a simple-peer should be
connected to several super-peers when its base commits to more than one schemata.
The exact topology of the P2P system depends on the clustering policy with respect
to the number of available super-peers providing the bandwidth and connectivity
guarantees of the system.

A client-peer can connect to a simple-peer and issue a query request for fur-
ther processing to the system. The simple-peer forwards the query to the appropriate
super-peer according to the schema employed by the query (e.g., by examining the
involved namespaces). If this schema is unknown to the simple-peer, it sends the
query randomly to one of its known super-peers, which will consecutively discover
the appropriate super-peer through the super-peer backbone. In this alternative, we
distinguish two separate query evaluation phases: the first corresponds to query rout-
ing performed exclusively at the super-peers, while the second to query planning and
execution, which is usually performed by the simple-peers.

For example, in Fig. 3.9, we consider a super-peer backbone containing three
super-peers, SP1, SP2 and SP3, and a set of client-peers, P1 to P5. All the simple-
peers are connected with at least SP1, since their bases commit to the schema that
SP1 is responsible for. When P1 receives a query Q, it initially contacts SP1, which is
the super-peer responsible for the SON on which the query is addressed (Fig. 3.9a).
Since SP1 contains all related peer views, it can also decide on the appropriate frag-
mentation of the received query pattern according to the view patterns of its simple-
peers. Then, SP1 creates an annotated query pattern containing the localization in-
formation that P2 and P3 can answer only the Q1 pattern, while P5 can answer only
the Q2 pattern. SP1 sends this annotated pattern to P1 to generate the appropriate
query plan. In our example, this plan implies the creation of three channels with P2,
P3 and PS5 for gathering the results (Fig. 3.9b). P2, P3 and PS5 send their results back
to P1, who joins them locally in order to produce the final answer. We should point
out that since a super-peer contains all the peer views related to a specific RDF/S
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schema, the annotated query pattern for Q will contain sufficient localization infor-
mation for producing not only a correct but also a complete query plan and thus no
further routing and planning phases for Q are required.

3.3.2 Structured P2P SONs

Alternatively, we can consider a structured P2P architecture [5, 6, 36]. Peers in the
same SON are organized according to the topology imposed by the underline struc-
tured P2P architecture, e.g., based on Distributed Hash Tables (DHTs) [40, 18] (see
also Chap. 4). In DHT-based P2P systems, peers are logically placed in the network
according to the value of a hash function applied to their IP, while a table of pointers
to a predefined number of neighbor peers is maintained. Each information resource
(e.g., a document or a tuple) is uniquely identified within the system by a key. In
order to locate the peers hosting a specific resource, we need to match the hash value
of a given key with the hash value of a peer and forward the lookup request to other
peers by taking into account the hash table maintained by each contacted peer. In
our context, unique keys are assigned to each view pattern and hence peers, whose
hash values match those keys, are aware of the peer bases that are populated with
data answering a specific schema fragment. An appropriate key assignment and hash
function should be used in order neighbor peers to hold successive view patterns with
respect to the class/property hierarchy defined in the employed RDF/S schema. This
is necessary for optimizing query routing, since successive view patterns are likely
to be subsumed by the same query pattern.

Unlike super-peers, in this alternative there is no peer with a global knowledge
of all peer views in the SON. The localization information about remote peer views
is acquired by the lookup service supported by the system. Specifically, we are inter-
ested in identifying peer views that can actually answer an entire (sub)query pattern
given as input. This implies an interleaved execution of query routing and planning
phases in several iteration rounds leading to the creation and execution of multiple
query plans that when “unioned” offer completeness in the results. Note that the gen-
erated plans at each round can be actually executed (in contrast to bottom-up dynamic
programming algorithms) by the involved peers in order to obtain the first parts of
the final query answer. Starting with the initial query pattern, at each round, smaller
fragments are considered in order to find the relevant peer bases (routing phase) that
can actually answer them (planning phase). In this context, the interleaved query
processing terminates when the initial query is decomposed into its basic class and
property patterns. It should be also stressed that SQPeer interleaved query routing
and planning favors intra-site joins, since each query fragment is looked up as a
whole and only peers that can fully answer it are contacted.

For example, in Fig. 3.10 we consider that peers P1 to P8 are connected in a struc-
tured P2P system. When P1 receives the query Q, it launches the interleaved query
routing and planning. At round 1, P1 issues a lookup request for the entire query
pattern Q, and annotates Q with peers P2 and P4. In this initial round, plan Plan
1 = QQ@QP2|JQQP4 is created and executed. At round 2, the fragmentor is called
with #joins equal to 1. The two possible fragmentations of query Q are depicted in
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Fig. 3.10. SQPeer interleaved query routing and planning mechanism in a structured P2P
system for a fragmentation round with #joins=1

Fig. 3.10a and b. First, peers P6 and P3 are contacted through the lookup service,
since they contain the list of peer bases answering query fragment patterns Q4 and
Q2 respectively (seen in the left part of Fig. 3.10a). P6 returns the list of peers P2,
P4, P5 and P6, while P3 returns peers P2, P3, P4 and P7. For this fragmentation, the
query plan Plan 2 = [J(x (Q4QP2,Q2QP3),x (Q4QP2,Q2QP4),. ..,
(Q4QP6,Q2@QP4), 1 (Q4QP6,Q2QPT)) is created and executed by deploying
the necessary channels between the involved peers (see right part of Fig. 3.10a).
It is worth noticing that the generated plans at each round do not include redun-
dant computations already considered in a previous round. For example Plan 2
produced in round 2 excludes the query fragment plan <1 (Q4QP2, Q2QP2) gen-
erated in round 1. Next, peers P5 and P7 are contacted through the lookup service,
since they contain the list of peer bases answering query patterns Q3 and Q5 re-
spectively (seen in the left part of Fig. 3.10b). P5 returns the list of peers P2, P4,
P5, P6 and P8, while P7 returns peers P2, P3 and P4 and the query plan Plan 3
= U(x (Q3@QP2,Q4QP3),x (Q3QP2,Q4QP4),...,x (Q3QP8, Q4QP3),x
(R3QP8,Q4QP4)) is created and executed (see right part of Fig. 3.10b). Again,
Plan 3 isdisjoint with the plans already generated. At the last round (#joins equals
to 2), we consider all basic property and class patterns of query Q and run one more
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time the routing and planning algorithms to produce query plans returning the re-
maining parts of the final answer.

3.4 Related Work

Several projects address query planning issues in P2P database systems. Query
Flow [24] is a system offering dynamic and distributed query processing using the
notion of HyperQueries. HyperQueries are essentially subplans that exist in each
peer and guide routing and processing of a query through the network. Furthermore,
ubQL [33] provides a suite of process manipulation primitives that can be added
on top of any declarative query language to support distributed query optimization.
ubQL distinguishes the deployment from the execution phase of a query and supports
adaptability of query plans during the execution phase. Compared to these projects,
SQPeer does not require an a priori knowledge of the relevant to a query peers.

Mutant Query Plans (MQPs) [39] are logical query plans, where leaf nodes may
consist of URN/URL references, or of materialized XML data. The references to
resource locations (URLSs) point to peers where the actual data reside, while the ab-
stract resource names (URNs) can be seen as the thematic topics of the requested
data in a SON. MQPs are themselves serialized as XML elements and are exchanged
among the peers. When a peer N receives a MQP M, N can resolve the URN ref-
erences and/or materialize the URL references, thus offering its local localization
information. Furthermore, S can evaluate and re-optimize MQP fragment plans by
adding XML fragments to the leafs. Finally, it can just route M to another peer. When
a MQP is fully evaluated, i.e., reduced to a concreate XML document, the result is
returned to the farget peer, which has initiated the query. The efficient routing of
MQPs is preserved by information derived from multi-hierarchic topic namespaces
(e.g., for educational material on computer science or for geographical information)
organized by assigning different roles to specific peers. This approach is similar to
a super-peer architecture, with the difference that a distributed query routing phase
is introduced involving more than one peers. Unlike SQPeer, MQP reduces the op-
timization opportunities by simply migrating possibly big XML fragments of query
plans along with partial results of query fragments. In addition, it is not clear how
subtopics can be exploited during query routing.

AmbientDB [5] addresses P2P data management issues in a digital environment,
i.e., audio players exchanging music collections. AmbientDB provides full relational
database functionality and assumes the existence of a common global schema, al-
though peers may dispose their own schemata (mappings are used in this case). In
AmbientDB, apart from the local tables stored at each peer, horizontal data distribu-
tion is considered, since fragments of a table, called distributed tables, may be stored
at different peers. The query processing mechanism is based on a three-level trans-
lation of an “abstract global algebra” into stream based query plans, distributed over
an ad-hoc and self-organizing P2P network. Initially, a query is translated into stan-
dard relational operators for selection, join, aggregation and sort over “abstract table
types.” Then, this abstract query plan becomes concrete by instantiating the abstract



3 Query Processing in RDF/S-Based P2P Database Systems 77

table types with concrete ones, i.e., the local or distributed tables that exist in the peer
bases. Finally at the execution level, the concrete query plan is executed by selecting
between different query execution strategies. The AmbientDB P2P protocol is re-
sponsible for query routing and relies on temporary (logical) routing trees, which are
created on-the-fly as subgraphs of the Chord network. Chord is also used to imple-
ment clustered indices of distributed tables in AmbientDB. Each AmbientDB peer
contains the index table partition that corresponds to it after hashing the key-values
of all tuples in the distributed table. The user decides for the use of such DHTs, thus
accelerating relevant lookup queries. Compared to AmbientDB, SQPeer provides a
richer data framework, as well as exhibits a run-time adaptability of generated query
plans. More importantly, DHT in SQPeer is based not on data values but on peer
views, thus providing efficient intensional indexing and routing capabilities.

Other projects address mainly query routing issues in SONs. In [13] indices are
used to identify peers that can handle containment queries (e.g., in XML). For each
keyword in the query, a peer searches its indices and returns a set of peers that can
answer it. According to the operators used to connect these keywords, the peer de-
cides whether to union or intersect the sets of relevant peers. In this approach, queries
are directly sent to the set of peers returned by the routing phase with no further de-
tails on how a set of semantically related peers can actually execute a complex query
involving both vertical and horizontal data distribution.

RDFPeers [6] is a scalable distributed RDF/S repository based on an extension of
Chord, namely MAAN (Multi-Attribute Addressable Network), which efficiently an-
swers multi-attribute and range queries. Peers are organized into a Chord-like ring.
In MAAN, each RDF triple is hashed and stored for each of its subject, predicate
or object values in corresponding positions of the ring. Furthermore, for numerical
attributes MAAN uses order preserving hash functions for placing close values to
neighboring peers in the ring, thus optimizing the evaluation of range queries. Rout-
ing is performed as in Chord by searching for each value of the query and combin-
ing the results at the peer launching the initial query. This approach ignores RDF/S
schema information during query routing, while distributed query planning and exe-
cution policies are not addressed.

In [34], a super-peer like P2P architecture is introduced, which relies on the ex-
tension of an existing RDF/S store. Authors propose an index structure for all the
path patterns that can be extracted given an RDF/S schema. The paths in the index
are organized hierarchically according to their length (simple properties appear as
leaves of the tree). For each path in the tree, the index maintains information about
the peers that can answer it, as well as the size of path instantiations. A query pro-
cessing algorithm determines all possible combinations of the subpaths of a given
query pattern, as well as, the peers that can answer it. The proposed index struc-
ture, which is considered to be controlled by a mediator, is difficult to be updated
and handled in a situation where peers frequently enter or leave the system. The lo-
calization information concerning different query fragments is held in a centralized
way. Although schema information is used for indexing, RDF/S class and property
subsumption is not considered as in SQPeer. Finally, optimization (based on a cost
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model) is focused only on join re-orderings, which is a subset of the optimizations
considered in SQPeer.

The Edutella project [32] explores the design and implementation of a schema-
based P2P infrastructure for the Semantic Web. In Edutella, peer content is described
by different and extensible RDF/S schemata. Super-peers are responsible for mes-
sage routing and integration/mediation of peer bases. The routing mechanism is
based on appropriate indices to route a query initially within the super-peer backbone
and then between super-peers and their respective simple peers. A query processing
mechanism in such a schema-based P2P system is presented in [4]. Query evaluation
plans (QEPs) containing selection predicates, aggregation functions, joins, etc., are
pushed from clients to simple or super-peers where they are executed. Super-peers
dispose an optimizer for generating plans determining which fragments of the orig-
inal query will be sent to the next (super-)peers and which operators will be locally
executed. This approach involves rather simple query/view rewriting techniques (i.e.,
exact matching of basic class and property patterns) which ignores subsumption. In
addition, a query is fragmented in its simple class and property patterns, thus not
allowing the handling of more complex fragment graphs of the employed RDF/S
schema.

To conclude, although the use of indices and super-peer topologies facilitate
query routing, the cost of maintaining (XML or RDF) extensional indices of entire
peer bases is important compared to the cost of maintaining intensional peer views,
as in the case of SQPeer. In addition, SQPeer’s interleaved execution of the rout-
ing and planning phases enables to obtain quickly the first results of the query (and
probably the most relevant ones) while planning is still running. This is an original
feature of the SQPeer query processing, taking into account that the search space of
plans required to obtain a complete result in P2P systems is exponential. Last but not
least, SQPeer can be used to deploy both hybrid and structured P2P systems.

3.5 Summary

In this chapter, we have presented the design of the ICS-FORTH SQPeer middleware
offering sophisticated query routing and planning services for P2P database systems.
We presented how declarative RQL queries and RVL views expressed against an
RDF/S schema can be represented as schema-based patterns. We sketched a semantic
routing algorithm, which relies on query/view subsumption techniques to annotate
query patterns with peer localization information. We also presented how SQPeer
query plans are created and executed by taking into account the data distribution in
peer bases. Finally, we have discussed several compile and run-time optimization
opportunities for SQPeer query plans, as well as possible architectural alternatives
for static or self-adaptive RDF/S-based P2P database systems.

Several issues remain open with respect to the effective and efficient processing
of distributed queries in SQPeer. The number of plans that need to be considered by
our dynamic programming planner can be fairly large especially when we generate
all fragmentation alternatives of a large query pattern given as input. To this end,
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we intend to investigate to what extend heuristic pruning techniques (e.g., iterative
dynamic programming [26]) can be employed to prune subplans as soon as possible
[10]. Furthermore, we plan to study the tradeoff between result completeness and
response time of queries using appropriate information quality metrics (e.g., cover-
age of schema classes and properties [11, 31, 30, 16]) enabling to obtain quickly the
Top-K answers [25, 35]. Finally, we plan to consider adaptive implementations of
algebraic operators borrowing ideas from [2, 17, 20].
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Querying the Network



Overview: Querying the Network

Steffen Staab

The basic idea behind a Peer-to-Peer-based system for information sharing and
knowledge management is that one adds resources to the network and queries the
network in a completely transparent manner. In the first place, this means that we as
a user might not care about how information is found and where it is found. The peer
network is supposed to self-organize itself.

Let us perform a small experiment to demonstrate some typical requirements for
such a task, let us query for all the publications of my late granduncle Karl Staab.
This query is not answered in a satisfactory way by either GoogleTM or GoogleTM
Scholar. The reason is that my granduncle wrote about the New Testament in Ger-
man in the middle of the 20th century. His books are out of print by now and, be-
cause of the topic, also leave fewer traces on the Web than what we are used to in
the Computer Science domain. Querying specific databases, e.g. the database of the
library of University Koblenz-Landau, which actually constitutes a batch integration
of resources from several places spread over the local state, improves precision a lot,
but it actually still leaves much to be desired because of its low recall. Much better,
KVK Karlsruhe virtual catalogue (http://www.ubka.uni-karlsruhe.de/
hylib/en/kvk.html) allows the sending of queries ad hoc to dozens of differ-
ent resources across Germany, Switzerland and Austria yielding several dozens of
answers most of which are relevant and, hence, give a good impression about the
work of my granduncle.

What helped to fulfill the information need in the small experiment described
above was that we have focused querying by selecting the kind of information re-
sources we would query. Naturally, databases about books in German academic in-
stitutions would yield more relevant hits for German literature. At the same time,
we went from a centralized model to a model of distributed querying in which some
information resources would hold no relevant information at all, while others would
contain many relevant results. Overall, this resulted in a high precision and high re-
call for our information need.

Likewise, Semantic Web and Peer-to-Peer are set out to do both, i.e. focusing
queries by explicit semantics and distributing queries by the Peer-to-Peer network.
However, KVK Karlsruhe virtual catalogue is a carefully built service that forwards
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queries to a set of other carefully selected and carefully engineered information ser-
vices. In the Peer-to-Peer network we must be able to let the user compose meaning-
ful queries for information without much advance selection and engineering. This
objective is approached by the contributions presented in this chapter.

The contribution by Qu, Nejdl and Kriesell (Chap. 4) shows how self-organizing
properties of various versions of distributed hash-tables (DHTSs; a common infras-
tructure for structured networks) may be mapped onto the common framework of
Cayley DHTs, allowing for deep insight into the crucial properties, such as connec-
tivity, fault tolerance, or load balancing. Interestingly, the Cayley DHTs may also be
applied to ontology-based Peer-to-Peer networks, e.g. HyperCup.

The contributions by Tempich and Staab (Chap. 5) as well as by Siebes, Haase,
and van Harmelen go into a different direction, as they investigate the use of un-
structured networks. In unstructured networks, one does not enforce properties like
connectivity; instead, one pursues an information architecture that more closely re-
flects the social structure of the network and the ownership of individual resources.
In such a model, either one pursues a query forwarding strategy that targets all peers
(which is possible in small networks with at most a few dozens of peers) or one
needs some effective heuristics that restricts query forwarding to promising subparts
of the network. Such heuristic means may be quite effective, especially when they are
geared towards organizational needs. The two contributions here approach the prob-
lem by different means. In the model by Siebes et al. peers publish advertisements
of their capabilities into the network and thereby construct a semantic topology that
resembles the ontology structures. In the model by Tempich & Staab, peers adopt a
lazy approach, observing their local environment in order to find out about the se-
mantic capabilities of their peers and of parts of the network. The two approaches
exhibit complementary capabilities. Initial experiments indicate that such capabili-
ties should be integrated to arrive at maximal benefits — but this integration is not
yet mature enough to be presented here.

Beyond traditional information search, information resources on the Web, e.g.
online book shops, offer further capabilities to arrive at personalized descriptions
of information needs. Thus, common online book shops provide recommendation
capabilities and let users define topics into which they are interested such that if a
new item arrives users are notified about their potential interest.

Similar functionality should also be provided in a Peer-to-Peer environment.
However, basic assumptions that appear to be trivial for a centralized information
resource may not hold anymore. For instance, between subscribing to a topic in
a Peer-to-Peer environment and receiving the answer, the network topology may
change completely at the physical layer, the underlying information communication
layer and at the logical communication layer. The two contributions by Haase, Ehrig,
Hotho & Schnizler (Chap. 7) and Chirita, Idreos, Koubarakis, & Nejdl (Chap. 8) ad-
dress such issues.

In summary, this part addresses the problem of querying the network in a trans-
parent manner. Allowing for concept-based search in the Peer-to-Peer network, the
three contributions in Chapters 5 to 6 provide capabilities for focused querying and
distributed querying in a self-organizing network. By personalizing query capabili-
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ties through recommendations and publish/subscribe techniques that work in a dis-
tributed system of peers, Chap. 7 and 8 further fulfill users’ needs for staying in-
formed about information in the network.
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Summary. Static DHT topologies influence important features of DHT systems such as their
scalability, communication load balancing properties, routing efficiency and their fault toler-
ance. While obviously dynamic DHT algorithms which have to approximate these topologies
for dynamically changing sets of peers play a very important role for DHT networks, impor-
tant insights can be gained by clearly focussing on the static DHT topology as well. In this
paper we analyze and classify current DHTs in terms of their static topologies based on the
Cayley graph group-theoretic model and show that most DHT proposals use Cayley graphs
as static DHT topologies, thus taking advantage of several important Cayley graph properties
such as symmetry, decomposability and optimal fault tolerance. Using these insights, Cay-
ley DHT design can directly leverage algebraic design methods to generate high-performance
DHTs adopting Cayley graph based static DHT topologies, extended with suitable dynamic
DHT algorithms.

4.1 DHTs and Static DHT Topologies

An important class of Peer-to-Peer-Systems is formed by a variety of Distributed
Hash Table Architectures, briefly, DHT systems or DHTs. The object is to partition
a large key space into a smaller number of key blocks by assigning a hash value
to every key; those keys which receive the same hash value form a key block. One
employs a P2P system to operate queries, say, for keys, by giving the responsibility
for one key block to one peer. The classical design goal of a balanced hash function
has its counterpart in the goal of providing a highly symmetric P2P network topology.
It turns out here that, therefore, Cayley graphs are the appropriate objects to discuss
DHT systems systematically.

Two important characteristics of DHTs are network degree and network diameter.
As DHTs are maintained through dynamic DHT algorithms, high network degree
means that joining, leaving and failing nodes affect more other nodes. Based on
network degree, we group classes of static DHT topologies into two types: non—
constant degree DHT topologies, where the degree of the members of the class under
consideration increases (usually logarithmically) with the number of their nodes,
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and constant (average) degree DHT topologies, where the degree is constant for all
class members. Consequently, (classes of) DHTSs can be classified into non-constant
degree DHTs such as HyperCup(hypercubes), Chord (ring graphs), Pastry/Tapestry
(Plaxton trees), etc., and constant degree DHTs such as Viceroy (butterfly), Cycloid
(cube connected cycles), and CAN (tori).

Though this classification is certainly useful, the listed DHT topologies seem
to have nothing more in common. Each topology exhibits specific graph properties
resulting in specific DHT system features. Consequently, DHTs have so far been an-
alyzed comparing individual systems, without a unified analytical framework which
allows further insight into DHT system features and DHT system design.

The unified analytical framework discussed in this paper — Cayley DHTs — allows
us to compare DHT topologies on a more abstract level and characterizes common
features of current DHT designs. In a nutshell, we show that most current static DHT
topologies such as hypercubes, ring graphs, butterflies, cube-connected cycles, and
d-dimensional tori fall into a generic group-theoretic model, Cayley graphs, and can
be analyzed as one class. These Cayley graph based DHTs (hereafter Cayley DHT),
including both non-constant degree DHTs and constant degree DHTs, intentionally
or unintentionally take advantage of several important Cayley graph properties such
as vertex/edge symmetry, decomposability, good connectivity and hamiltonicity to
achieve DHT design goals such as scalability, communication load balancing, op-
timal fault tolerance, and routing efficiency. Several non-Cayley DHTs also utilize
techniques in their dynamic DHT algorithms that try to imitate desirable Cayley
graph properties, again showing the close relationship between Cayley graph prop-
erties and desirable DHT system features.

4.2 Cayley DHTs — A Group-Theoretic Model for Analyzing
DHTs

We start the discussion by presenting the two central definitions of groups and Cay-
ley graphs. Though rather abstract in the beginning, this allows us to describe the
particular network topologies coming up later in the paper in a very condensed form,
thus illustrating one of the advantages of our point of view.

4.2.1 Groups and Cayley Graphs

Cayley graphs were proposed as a generic group-theoretic model for analyzing sym-
metric interconnection networks [2]. The most notable feature of Cayley graphs is
their universality. Cayley graphs embody almost all symmetric interconnection net-
works, as every vertex transitive interconnection network can be represented as the
quotient of two Cayley graphs [21]. They represent a class of high performance inter-
connection networks with small degree and diameter, good connectivity, and simple
routing algorithms. While reading the following definition of a group, it could be
useful for some readers to check that the axioms are satisfied for, say, the nonzero
real numbers with - being ordinary multiplication.
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Definition 1. A group is a pair I' := (V,-) such that V is a (nonempty) set and
-1 VXV — V maps each pair (a,b) of elements of V to an element a.-b of V such
thata - (b-c) = (a-b)-cforall a,b,c € V, and such that there exists an element
1 € V with the following properties:

(i) 1-a=aforalla €V and
(ii) for every a € V, there exists some b € V withb - a = 1.

1 is the unique element having properties (i) and (ii). It is called the neutral
element of I', and @ - 1 = a holds for all @ € V. b as in (ii) is uniquely determined
by a and is called the inverse of a, written as b = a~ 1. Tt is the unique element b for
which a-b = 1holds. If a-b = b-a holds for all a, b € V then I is called an abelian
group. This is usually expressed by additive notation, i. e. by writing I’ = (V,+),
0 for the neutral element, and —a for the inverse of a. For example, {0,1} with +
definedby0+0=1+1=0,0+1=1+0 = 1 forms a group with neutral element
0, where —0 = 0 and —1 = 1. Groups are fundamental objects of mathematics, and
the foundation for Cayley graphs.

Definition 2. Let I := (V,-) be a finite group, 1 its neutral element, and let S C
V — {1} be closed under inversion (i. e. x=1 € S for all z € S). The Cayley graph
G(I,S) = (V,E) of (V,-) and S is the graph on the vertex set V where x,y form a
member of the edge set E if and only if x - y~! € S.

Note that an edge connecting = and y is usually denoted by xy. The context will
always prevent the reader from getting into a conflict with the widely accepted group
theory convention of writing xy for x - y. We can also define directed versions of this
concept, which are obtained by omitting the symmetry condition S~! = S to S. The
condition 1 ¢ S keeps Cayley graphs loopless. Cayley graph are sometimes called
group graphs.

4.2.2 Non-constant Degree Cayley DHTs
HyperCup [22]

Though HyperCup itself is not a DHT system, it is a topology for structured P2P
networks which could also be used for DHT design, and which represents an impor-
tant type of Cayley graphs, hypercubes. So far there are no DHTs which use pure
hypercubes as static DHT topologies, even though some authors (i.e. [23, 11]) ar-
gue that Pastry/Tapestry and Chord emulate approximate hypercubes when taking
into account the dynamic DHT algorithm design. However, differentiating cleanly
between static DHT topologies and dynamic DHT algorithms, it is more appropriate
to describe their static topologies as Plaxton trees and ring graphs, respectively.
Hypercubes are typical Cayley graphs. For a natural number m, let (Z,,,+)
denote the group of residuals modulo m. Consider the group I" := (Z¢,+), where
Z4 denotes the set of all 0, 1-words of length d and + is the componentwise addition
modulo 2. We want to make a, b adjacent whenever they differ in exactly one digit,
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i.e. whenever a — b is a word containing precisely one letter 1. So if S is the set of
these d words then S is closed under inversion, and HY := G(I',S) is called the
d-dimensional (binary) hypercube.

In Fig. 4.1, a 5-dimensional hypercube is shown.

Fig. 4.1. The 5-dimensional hypercube

It is also possible to give a hierarchical description of HS by means of the fol-
lowing recursion. Set H3 = ({0,1},{01}), and for d > 1 define HY recursively
by

V(HY) ;= {zv: z € {0,1},ve V(HI ")} and
E(HY) = {zvyw : zv,yw € V(HY) and:
(x=yAvw e BE(HSY)) or
(z #yAv=uw)}

Roughly, in every step, we take two disjoint copies of the previously constructed
graph and add edges between pairs of corresponding vertices.

This concept can be generalized by looking at cartesian products of graphs: For
graphs G, H, let their product G x H be defined by

V(G x H) :=V(G) x V(H) and

E(Gx H) = {(z,v)(y,w) :
(x=y € V(G) Nvw € E(H)) or
(v=weV(H)Nzy € E(G))}.
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Clearly, G x H and H x G are isomorphic (take (w, x) — (x,w) as an isomorphism).
Defining K5 := ({0, 1}, {01}) to be the complete graph on two vertices, we see that
H} is isomorphic to K and Hy is isomorphic to HS ' x K for d > 1, which is in
turn isomorphic to Ko X -+ - x Ks (d factors K5).

As every finite group is isomorphic to some group of permutations, it is possi-
ble to unify the Cayley graph notion once more. Without loss of generality, we can
assume that the generating group I’ is a permutation group. This is certainly useful
when describing algorithms on general Cayley graphs. For the presentation here, it
is, however, more convenient to involve other groups as well.

Chord [24]

Chord uses a 1-dimensional circular key space. The nodes have identifiers within that
key space, and the node responsible for some key is the node whose identifier most
closely follows the key in the circular numeric order (the key’s successor). All nodes
in Chord are arranged into a ring graph. In a m-bit Chord key space, each Chord
node maintains two sets of neighbors: a successor list of k£ nodes that immediately
follow it in the key space, and a finger list of O(log IV) nodes spaced exponentially
around the key space. The ith entry of the finger list of a node indexed by a points to
the successor node of a + 2°.

The graphs approximated here are special circulant graphs, i. e. Cayley graphs
obtained from the cyclic group (Z,,, +) and an arbitrary (inversion—closed) generator
set.The most prominent example is the cycle

Cyp = G(Z,, [£1}) = (2,,{01,12,23, ..., (n — 1)n,n0})

of length n. For the topology of the ideal d-bit Chord key space, we simply take the
Cayley graph G((Z9a,+),{£2% : k € {0,...,d — 1}}). As an example, Fig. 4.2
displays the case d = 4.

4.2.3 Constant Degree Cayley DHTSs
Cycloid [23]

Cycloid is a constant degree DHT emulating a cube connected cycle as its static
DHT topology. In Cycloid, each node is specified by a pair of cyclic and cube in-
dices. In order to dynamically maintain connectivity of the DHT topology, the dy-
namic DHT algorithm of Cycloid forces each node to keep a routing table consisting
of 7 entries. Among them, several entries (so-called leaf sets) only make sense for
the dynamic DHT algorithm to deal with network connectivity in sparsely populated
identifier spaces. A d-dimensional cube connected cycle graph is obtained from the
d-dimensional cube by replacing each vertex with a cycle of d nodes in a certain
manner (see below). It contains d - 2% nodes of degree d each. Each node is repre-
sented by a pair of indices (k,v), where k € Z, is a cyclic index and v € Z¢ is a
cube index. A cube connected cycle graph can be viewed as a specific case of Cayley
Graph Connected Cycles (CGCC) [18], defined as:
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Fig. 4.2. The ideal 4-bit Chord Topology

Let I' = (V,-) be a group and S := {sog,...,84—1} € V — {1} closed under
inversion with d > 3. The Cayley graph connected cycles network CGCC(I', S) =
(V', E’) is the graph defined by

V':=Z; xV and
E = {(,2)(j,y): (t=yAi=j+Dor(i=jAz=s-y)}

CGCC(T,S) is obtained by replacing each vertex of the Cayley graph G(I, S)
with a cycle of length d and replacing each edge of G(I', S) with an edge connecting
two members of a cycle in a certain way. The edges (¢, x)(j,y) with i« = j form
cycle connections, the others form cayley graph connections. [12] proves that these
graphs are Cayley graphs. Following the definition of CGCC, the n-dimensional cube
connected cycle is a graph built from a n-cube replacing each node with a cycle of
length n. Figure 4.3 shows the 3-dimensional CDCC.

Viceroy [15]

Viceroy is a constant degree DHT emulating an approximate butterfly graph as its
static DHT topology. The dynamic DHT algorithm of Viceroy is rather involved. It
works based on a rough estimate of the network size and forces each node to keep a
routing table containing five to seven entries [15]. Like Cycloids, part of the entries
only make sense for the dynamic DHT algorithm to deal with a sparsely populated
identifier space (i.e. ring links [15]).

The d-dimensional (binary, unwrapped) butterfly BS is a graph with vertices
V =V (Bg) = Z4_1 x Z¢ such that there is an edge from a = (i,v; - vg) € V to
b= (j,ws -wy) € Vifandonly ifi € {0,...,d—1},j = i+ 1 and vy = wy,
forall k € {0,...,d — 1} — {i}.One can think of ¢, j as of the levels of a and b,
respectively, and some level i vertex (¢, v) has precisely two neighbors (i + 1,v) and
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Fig. 4.3. The 3-dimensional CGCC

(i 4+ 1,v"), where v’ is obtained from v by adding 1 (modulo 2)in the ith component
of v. The d-dimensional (binary) wrapped butterfly B$ is the underlying graph of
the digraph B¢, where there is a (single) edge ab whenever there is an edge (a, b) or
an edge (b, a) in BY. As we can see, BY is 4-regular for d > 3. Fig. 4.4 shows the
4-dimensional butterfly.

Fig. 4.4. The 4-dimensional Butterfly

The advantage of taking the wrapped rather than the unwrapped version of the
butterfly is that BY is a Cayley graph, whereas unwrapped ones are not even regu-
lar, since for d > 3 the vertices on the border levels have degree 2 and the others
have degree 4. We represent BY as a Cayley graph of the wreath product of the
groups (Z4,+) and (2¢,+). For (i,v) and (j,w) in V, we define (i,v) o (j,w)
= (i + J, (vo + w—p,v1 + W_p41,...,V4-1 + W_gy4—1)). Note that ¢ + j and
the indices at the components of v and w are to be taken modulo d. This opera-
tion constitutes a group I" = (V,e), with neutral element (0,0). By taking S =
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{(1,0),(1,(1,0,...,00---0))} € V we obtain the representation B = G(I’,S)
of B¢ as a Cayley graph (for more details see [12]).

CAN [19]

CAN is an (adjustable) constant degree DHT using a virtual d-dimensional Carte-
sian coordinate space to store (key,value)—pairs. The topology under this Carte-
sian coordinate space is a d-dimensional torus. Let T, ,, := C,, x C), of length
m and n be the Cartesian product of two cycles C,,, C,. The componentwise ad-
dition + establishes a group I'(Z,, x Z,,+) on its vertices, and clearly T, , =
G(I,{(0,+£1),(£1,0)}). Hence the torus is a Cayley graph as well. Figure 4.5
shows a non—canonical drawing of T5 5, which reflects nicely its cyclic symmetries.

Fig. 4.5. A toroidal quadrangulation

One could consider such a toroidal graph as a rectangular grid, where the points
on opposite borders are identified. We can extend this definition easily to higher
dimensions: Let ny, ..., ny be numbers > 2. Componentwise addition + of elements
inV := 2, x---x Z,, establishes a group I'(V,+), and by taking S to be
the set {(z1,...,24) € V :thereis ani € {1,...,d} such that z; = £1 and
zj =0forall j #4in{l,...,d}} and we obtain a d-dimensional torus T,,, .., =
G(I,S). Explicitly, T),, ... n, is a graph on the vertex set V, where (vy, ..., v4) and
(w1, ..., wq) are adjacent if and only if they differ in exactly one component and the
difference in this component is either +1 or —1. As the presence of i’s with n; = 2
stretches formal arguments slightly (for example, when considering degrees), some
authors force n; > 3 forall ¢ € {1,...,d}. They lose then, however, the possibility
to consider the d-dimensional hypercube as a special torus, namely as 75 o (d
indices 2).
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4.2.4 Non-Cayley DHT's
P-Grid [1]

Among non-Cayley DHTs, to the best of our knowledge, only P-Grid [1] still retains
most of the advantages of Cayley networks. P-Grid uses prefix based routing, and
can be considered as a randomized approximation of hypercube. The routing net-
work has a binary tree abstraction, with peers residing only at the leaf nodes. Each
peer is thus responsible for all data items with the prefix corresponding to the peer’s
path in the tree. For routing, peers need to maintain routing information for the com-
plimentary prefix for each of the intermediate nodes in its path. However, routing
choice can be made for any peer belonging to the complimentary paths, and P-Grid
exploits these options in order to randomly choose routing peer(s), which in turn
provides query-forwarding load-balancing and — by choosing more than one rout-
ing option — resilience. Additionally, the choices can be made based on proximity
considerations, and though routing is randomized, since it is to complimentary key-
space partitions, P-Grid routes have the added flexibility to be either bidirectional or
unidirectional.

Pastry/Tapestry [20] [26]

The static DHT topology emulated by Pastry/ Tapestry are Plaxton trees. However,
when taking the dynamic DHT algorithms of Pastry/Tapestry into account, we find
that the static DHT topology of Pastry/Tapestry behaves quite similar to an approx-
imation of hypercubes. As analyzed in [11], in the Pastry/Tapestry identifier space,
each node on the Plaxton tree differs from its ith neighbor on only the ith bit, dy-
namic routing is done by correcting a single bit at a time in the left-to-right order.
This turns out to be the same routing mechanism adopted by DHTs using hyper-
cubes as static DHT topologies, even though hypercube based DHTs allow bits to be
corrected in any order.

4.3 Cayley Graph Properties and DHTs

Cayley graphs have a specific set of properties which can be closely associated with
important DHT system features. The following paragraphs include a discussion of
these Cayley DHT properties and provide a good insight into Cayley DHT design.

4.3.1 Symmetry and Load Balancing

The most useful properties of Cayley graphs are symmetry properties. Recall that an
automorphism of some graph G is a bijection ¢ : V(G) — V(G) with p(z)p(y) €
E(G) if and only if zy € E(G).

Definition 3. A graph G is called vertex symmetric or vertex transitive if for arbi-
trary x,y € V(Q) there exists an automorphism ¢ of G such that p(z) = y.
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As the automorphism z ~ z - 27! - y maps z to y, we obtain the following
classical observation.

Theorem 1. Every Cayley graph is vertex transitive.

This property results in an important feature of Cayley graphs — routing between
two arbitrary vertices can be reduced to the routing from an arbitrary vertex to a
special vertex [2]. This feature is significant for Cayley DHTSs because it enables an
algebraic design approach for the routing algorithm. Suppose that I" = (Vo) is a
group of permutations, let S C V' — {idy } be closed under inversion and consider
the Cayley graph G = G(I',S). For a path P = xy, ...,z from x to xy set s; :=
xi,lxifl fori € {1,...,¢}. Then the sequence si,..., s; in S represents the path
P, and it also represents the path from zoxz~! to idy. Consequently, the routing
problem G is equivalent to a certain sorting problem [2]. Taking V' to be the set of all
permutations of some set and S C V to be the set of all transpositions will produce
a bubble sort graph (see [12]).

We can leverage this property to implement optimized routing algorithms for
Cayley DHTs through purely algebraic approaches supported by sets of mature alge-
braic methods. Furthermore, vertex transitivity provides a unified method to evaluate
communication load on DHT nodes. In Cayley DHTs, the communication load is
uniformly distributed on all vertices without any point of congestion once the rout-
ing algorithm under consideration is symmetric in the sense that every vertex is on
the same number of routing paths. In contrast, non-Cayley DHTs exhibit congestion
points. As communication load balancing is one of the principal design concerns of
DHTs, this points out major drawback of non-Cayley DHTs.

In addition to vertex transitivity, Cayley graphs may also have another important
property, edge transitivity.

A graph G is edge symmetric or edge transitive if for arbitrary edges wx, yz there
exists an automorphism ¢ such that p(w)p(z) = yz.

For a discussion of the problem of determining the edge transitive Cayley graphs
we refer to [2] and [12].

Among Cayley DHTs, HyperCup (hypercubes), CAN (d-dimensional tori), and
Viceroy (butterflies) are edge transitive, whereas Chord (ring graphs) and Cycloid
(cube connected cycles) are not. Non—Cayley DHTs are not edge transitive. Edge
transitivity results in a unified method to evaluate communication load on edges,
again under the assumption that the routing algorithm is symmetric in the sense that
every edge is on the same number of routing paths. In this case, communication
load is uniformly distributed on all edges. For constant degree Cayley DHTs such as
Cycloid, the loss of edge transitivity can be seen as a reasonable tradeoff against the
constant degree property. For non-constant degree Cayley DHTSs such as Chord, the
loss of edge transitivity is disadvantageous, and has to be compensated through the
design of the routing algorithm.
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4.3.2 Hierarchy, Fault Tolerance, and Proximity

Let us denote by < S > the subgroup of I' = (V, -) generated by S C V i. e. the
smallest subgroup of I" which contains S.

Let I' = (V,S) be a group and S C V(G) — {1} such that S~ = S. The
Cayley graph G(I',S) is strongly hierarchical if S is a minimal generator for G,
i.e.if < S >g= Gbut < S — {s,s7} > is a proper subgroup of G for every
seS.

Among Cayley DHTs, HyperCup (hypercubes) and Chord (ring graphs) can be
proven to be hierarchical [12]. Hierarchical Cayley graphs “often allow inductive
proofs by decomposing (stripping) the graph into smaller members of the same fam-
ily, thus are scalable in the sense that they recursively consist of copies of smaller
Cayley graphs of the same variety” [12]. In DHT design, hierarchy can strongly af-
fect the node organization and aggregation, which is closely associated with two im-
portant DHT system features: fault tolerance (i.e. network resilience, to be described
formally in the next section) and proximity (i.e. network latency). Most hierarchi-
cal Cayley DHTs, except for a very particular family, are optimally fault tolerant as
their connectivity is equal to their degree [3]. Furthermore, in hierarchical Cayley
DHTs, there are usually support easy solutions to dynamically organize nodes (or
node aggregations) to ensure proximity of DHTs. Hierarchical Cayley graphs have
not yet been intensively investigated for DHT design. Two promising hierarchical
Cayley graphs not yet utilized in DHT design are star graphs and pancake networks
[4], which have smaller network diameter than hypercubes of the same degree.

4.3.3 Connectivity and Fault Tolerance

A graph G is disconnected if it contains two vertices x, y such that there is no z, y-
path in G. The connectivity (G) of a finite (nonempty) graph is the minimum car-
dinality of a set X of vertices such that G — X is disconnected or has less than two
vertices. A graph is called d-regular if every vertex has degree d. For example, every
vertex transitive graph is regular. Clearly, d is an upper bound for the connectivity
of a d-regular graph. Let us call a d-regular graph G optimally fault tolerant if its
connectivity equals d. That is, if it is as highly connected as it is possible by means
of its degree. (In many cases, the only separators in G which realize the connectivity
are the neighborhoods of single vertices, and the neighborhoods of “large” connected
subgraphs in G will be much larger than d unless their complement in G is “small”.)
— For example, complete graphs are optimally fault tolerant, so are hypercubes (as
one can prove by induction on the dimension, using the recursive characterizations).
For edge transitive graphs, we have the following:

Theorem 2. [14, 13, 25] (cf. [6]) Every connected edge transitive graph is optimally
fault tolerant.

In general, connected Cayley graphs are not optimally fault tolerant; the smallest
example showing this is the 5-regular circulant graph G := G(Zg, {£1, £3, 4}), as
G —{0,2,4,6} is disconnected; see Fig. 4.6.
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Fig. 4.6. A Cayley Graph which is not optimally fault tolerant

However, the following theorem on connected vertex transitive graphs shows that
connectivity and degree cannot differ too much.

Theorem 3. [14, 13, 25] (cf. [6]) The connectivity of a connected vertex transitive
d-regular graph is at most d and at least %(d + 1).

In particular, for d € {2, 3,4}, every d-regular connected vertex transitive graph
is d-connected, i.e. optimally fault tolerant. For d = 5, this statement is wrong even
for Cayley graphs as seen in the previous example, but for d = 6 it’s true “again”.
Every 6-regular vertex transitive graph is 6-connected. This follows easily from the
main result in [14] which implies that every triangle free connected vertex transi-
tive graph is optimally fault tolerant. More generally, every vertex transitive graph
without four pairwise adjacent vertices is optimally fault tolerant [13]. This gives
alternative proofs of the optimal fault tolerance of hypercubes and of d-dimensional
tori Ty, ... n, Withn; > 4 forall ¢ € {1,...,d}. The graph G(Zg, {1, +3,4}) in-
dicates that it might be already a problem to characterize the optimally fault tolerant
circulants (solved in [5]).

Edge connectivity is less interesting from the point of view of optimal fault tol-
erance, as every d-regular vertex transitive graph has edge connectivity equal to d
[13, 25] (cf. [6]). Hierarchical Cayley graphs as defined above and in [12] or [3] are
also known to be optimally fault tolerant unless they belong to a particular family
of graphs whose d-regular members still have connectivity d — 1. For the technical
details, we refer the reader to [12] or [3].

Among Cayley DHTs, HyperCup (hierarchical Cayley graphs), Chord (hierarchi-
cal Cayley graphs), Cycloid (3-regular Cayley graphs) and Viceroy (4-regular Cayley
graphs) are optimally fault tolerant based on their static DHT topology perspective.
CAN can also be proven optimally fault tolerant based on its dynamic DHT algorithm
features such as multiple realities and multiple dimensions [19]. For non-DHTs it is
much harder to prove optimal fault tolerance. However, as fault tolerance is one of
the principal design concerns of DHTSs, most non—Cayley DHTs have included var-
ious techniques in their dynamic DHT algorithms to pursue possibly higher fault
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tolerance, although optimality cannot guaranteed. One possible such technique is to
force each node to maintain a successor list in dynamic DHT algorithms.

For DHTs whose static DHT topologies are optimal fault tolerant, it is much
easier to also ensure this in the dynamic algorithm design for sparsely populated
DHT identifier spaces, or frequently leaving/failing nodes. Possible techniques in-
clude the successor list in Chord [24] or the state-machine approach based replication
in Viceroy [15].

4.3.4 Hamiltonicity and Cyclic Routing

A path or cycle which visits every vertex in a graph G exactly once is called a hamil-
tonian path or hamiltonian cycle, respectively.

Hamiltonicity has been received much attention of theorists in this context, as it
is still open whether every 2-connected Cayley graph has a hamiltonian path.

The question of hamiltonian cycles and paths in Cayley graphs has a long his-
tory [8]. All aforementioned topologies of Cayley DHTs such as hypercubes, ring
graphs, butterfly, cube-connected cycles, and d-dimensional tori have been proven to
be hamiltonian.

Hamiltonicity is important for DHT design because it enables DHTs to embed
a ring structure so as to implement ring based routing in dynamic DHT algorithms.
Ring based routing, characterized by the particular organization of the DHT identifier
space and ensuring the DHT fault tolerance in a dynamic P2P environment by means
of maintaining successor/predecessor relationships between nodes, is used by almost
all DHT proposals. Gummadi et al. [11] observe that the ring structure “allows the
greatest flexibility and hence achieves the best resilience and proximity performance
of DHTSs”. Although in terms of our analytical framework, we do not fully agree with
Gummadi et al. on the conclusion that ring graphs are the best static DHT topologies,
we agree that an hamiltonian cycle should exist in static DHT topologies in order to
ease the dynamic DHT algorithm design. From the static DHT topology perspective,
all aforementioned DHT's are hamiltonian except for Pastry/Tapestry (Plaxton trees),
which, however, maintain a ring structure through their dynamic DHT algorithm.

4.4 Discussion and Related Work

Some desirable DHT system features are inconsistent with each other, which means
that tradeoffs must be considered when deciding on a static DHT topology. As a
general conclusion, we have shown that Cayley DHTs have clear advantages over
non—Cayley DHT designs, naturally supporting desirable DHT features such as com-
munication load balancing and fault tolerance.

Cayley DHTs cover both non-constant degree DHTs and constant degree ones,
so in each case we can start from Cayley graphs as underlying topology for DHT
design. Constant-degree Cayley graphs have the main advantage that their “main-
tainability” (regarding leaving / failing nodes) is independent of the size of the net-
work. In a dynamic P2P environment, maintainability of nodes might be preferrable
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to other desirable DHT system features such as communication load balancing and
fault tolerance, since the loss of other DHT system features can often be compensated
through some additional techniques in the dynamic DHT algorithm design, whereas
maintainability is almost uniquely determined by the static DHT topology.

When designing constant degree Cayley DHTs, cube connected cycles are an es-
pecially promising family of static DHT topologies in terms of our analytical frame-
work, taking into account the simplicity they enable for dynamic DHT algorithm de-
sign in comparison to for example butterfly graphs. This conclusion can be extended
to a generalized type of constant degree Cayley graphs: Cayley Graph Connected Cy-
cles (CGCC), as we have discussed in the paragraph on the Constant Degree DHT
system Cycloid. We therefore expect that different variants of CGCC will heavily
influence the design mainstream for future constant degree Cayley DHTs.

Looking at non-constant degree Cayley DHTs, the most promising family are
hypercubes, as they achieve all desirable DHT system features except for the con-
stant degree property. This conclusion can be extended to k-ary n-cube, which can
be regarded as a generalization of the d-dimensional hypercube by taking £ = 2.
Formally, the k-ary d-cubes can be defined as in [9].

Consider the group I' := (Z{,+), where V := Z{ denotes the set of all words
of length d over the alphabet Z}, and where + is the componentwise addition modulo
k. Let S be the set of all (k — 1) - d words in V' which have exactly one entry 1 and
all other entries being 0. The graph H{ := G((Z¢,+), S) is the k-ary d-cube.

By definition, k-ary n-cubes are Cayley graphs. They can be defined recursively
as well: Denoting by Cy, the cycle of length k, we see that H} is isomorphic to Cj,
and H,f is isomorphic to Hg_l x Cy for d > 1, which is in turn isomorphic to
Ci X -+ x Cf (d factors). Note that a k-ary n-cube is a special torus.

Most current Cayley DHTs such as HyperCup, CAN, and Chord use static DHT
topologies that are either k-ary d-cubes or isomorphic to k-ary d-cubes such as ring
graphs, tori, direct or undirected d-cubes [9]. Even for constant degree Cayley DHTs
or non-Cayley DHTs, the static DHT topologies of Cycloid (cube-connected cycles)
and Pastry/Tapestry (Plaxton trees) are closely associated with k-ary d-cubes. As we
have mentioned, Plaxton trees can be viewed as approximate hypercubes, whereas
cube-connected cycles can be viewed as cycle expansions of hypercubes.

Gummadi et al. [11] investigate some commonly used static DHT topologies
and explore how these topologies affect static resilience and proximity routing by
analyzing the flexibility of different DHTs, i.e. the algorithmic freedom left after
the static topologies has been chosen. Manku’s [16] analysis starts from static DHT
topologies, but then heavily involves dynamic DHT algorithms. His classification
for DHT systems (deterministic and randomized) are certainly of value, but cannot
serve as an analytical framework for comparing static DHT topologies. Datar [10]
provides an in-depth investigation to butterfly graphs and further proposes a new
DHT system using multi-butterfles as the static DHT topology. Castro et al. [7] make
a comparative study of Pastry, taking Chord and CAN as reference systems.
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4.5 Conclusions

We have discussed DHT topologies in the framework of Cayley Graphs, which is one
of the most important group-theoretic models for the design of parallel interconnec-
tion networks. Associating Cayley graphs with DHTs enables us to directly leverage
the research results for interconnection networks for the DHT design without the
need of starting from scratch. Cayley graphs explicitly support an algebraic design
approach, which allows us to start with an arbitrary finite group and construct sym-
metric DHTSs using that group as the algebraic model, concisely specifying a DHT
topology by providing the appropriate group plus a set of generators. This algebraic
design approach also enables us to build new types of structured P2P networks in
which data and nodes do not necessarily need to be hashed in order to build content
delivery overlay networks, as discussed in [22, 17] for hypercube topologies. Such
non-hashed, structured P2P networks allow us to apply semantic Web and database
technologies for data organization and query processing and implement expressive
distributed information infrastructures which are not implemented easily based on
pure DHT designs.

Our analytical framework and its notion of Cayley DHTs provides a unified view
of DHTs, which gives us excellent insight for designing and comparing DHT de-
signs. Identifying a DHT design as Cayley DHTs immediately allows us to infer
all generic properties for this design, and, through the correspondence of Cayley
graph properties to DHT system features, allows us to directly infer the generic DHT
features implemented by this design. Furthermore, we can investigate the various
tradeoffs between different DHT designs features and use them to guide the design
of future DHTs.

Casting and understanding static DHT topologies in a common framework is but
the first important step towards principled DHT design. In order to cover all fea-
tures of a particular design, we also have to explore the general design of dynamic
DHT algorithms which can in principle be used to emulate any Cayley graph based
static DHT topologies. Such dynamic DHT algorithms need not necessarily be bound
to any individual Cayley graph, instead they could be universally applicable to any
Cayley graphs, leveraging algebraic design methods in order to build arbitrary Cay-
ley DHTs. Some of these methods and design issues are currently investigated in
more detail in our group.
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Summary. In Peer-to-Peer networks, finding the appropriate answer for an information re-
quest, such as the answer to a query for RDF(S) data, depends on selecting the right peer in
the network. We here investigate how social metaphors can be exploited effectively and ef-
ficiently to solve this task. To this end, we define a method for query routing, REMINDIN’,
that lets (i) peers observe which queries are successfully answered by other peers, (ii) memo-
rizes this observation, and, (iii) subsequently uses this information in order to select peers to
forward requests to.

REMINDIN’ has been implemented for the SWAP Peer-to-Peer platform as well as for a
simulation environment. We have used the simulation environment in order to investigate how
successful variations of REMINDIN’ are and how they compare to baseline strategies in terms
of number of messages forwarded in the network and statements appropriately retrieved.

5.1 Introduction

In spite of the success of distributed systems like the World Wide Web, a large share
of today’s information available on computers is not made available to the outside,
but it remains secluded on personal computers stored in files, emails and databases
— information that we will call PC data in the following. In theory, Peer-to-Peer
networks are ideally suited to facilitate PC data exchange between peers. In practice,
however, there remain unsurmountable obstacles:

1. PC data constitutes an open domain. Though one can define some core schema,
e.g., as has been done for learning object metadata (LOM'; [11]), the core
schema needs to be extended frequently.

2. Peers do not know where to find information.

3. Deciding what information about other peers to maintain is difficult, because
relevance of data is hard to assess and possibilities for replication are limited.

! http://kmr.nada.kth.se/el/ims/md-lomrdf.html
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For some of these individual problems solutions have been found: For instance,
Haystack has shown that PC data can be nicely managed via RDF as it supports a
flexible semi-structured data model [16]. Current search engines show how to find in-
formation. Current applications, such as TAP [10] show how to handle text as well as
semi-structured data. Then, full text search indices can be maintained via centralized
indices or through Peer-to-Peer exchange of indices [6]. Also, for fixed schemata
algorithms exist that allow the finding of relevant information with only local knowl-
edge [18].

Together, however, the requirements given above overstretch the possibilities that
current Peer-to-Peer systems offer. This has been recognized only recently e.g. in
[5, 19]. We have proposed an innovative solution for the SWAP platform in [22] that
easily accommodates various semantic descriptions, that organizes itself in a way
such that local knowledge is sufficient to localize data sources and that maintains its
knowledge in a non-obtrusive manner based on what is observed as answers by other
peers.

In brief, what we have conceived is a query routing capability that mimics what
a person is doing in a social network:

She retains meta-information about what other peers know;
She might not even ask the others about their knowledge, but observe it from
communication;

e She does not have a fixed schema, but easily builds up new schematic or taxo-
nomic knowledge structure;

e She then decides to ask one or a few peers based on how she estimates their
coverage and reliability of information about particular topics.

Based on the SWAP platform we have developed an original algorithm, RE-
MINDIN’ (Routing Enabled by Memorizing INformation about Distributed IN-
formation), that

1. Selects (at most) two peers from a set of known peers based on a given triple
query, hence avoids network flooding;

2. Forwards the query; and

3. Assesses and retains knowledge about which peer has answered which queries
successfully.

In contrast to, e.g. [2, 14], this is a lazy learning approach [3] that does not advertise
peer capabilities upfront, but that estimates it from observation — the main advan-
tage being that a dynamic semantic topology is made possible by adapting to user
queries. This semantic topology corresponds to a semantic overlay network on top
of the physical network and is similar to the ideas presented in [7].

We evaluate the algorithm on a simulation platform with a structure that is
aligned to the structure of the original system. Thereby, we evaluate the hypothe-
ses that

1. REMINDIN’ is advantageous for effective query routing to estimate capabili-
ties from observation of queries. In particular, this effect is achieved as meta-
information is accumulated over time;
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2. REMINDIN’ can accommodate for changes when the typical information being
available and queried changes;

3. REMINDIN’s use of background knowledge further improves effectiveness.

4. REMINDIN’ is in particular powerful in combination with the advertisement
based peer selection algorithm presented in Chap. 6.

We conclude with a survey of related work and an embedding of our work into
some overall objectives for self-organizing information systems.

5.2 SWAP Platform

The routing algorithm presented in this chapter is based on the general SWAP plat-
form described in more detail in Chap. 18 and uses the SWAP meta data model.
Therefore, we summarize here only the features needed for the algorithm and refer
the reader to the related articles for more detailed information.

5.2.1 Meta-information

The SWAP storage model' provides meta-information about the content stored in the
local repository in order to memorize where the statement came from and how much
resource-specific confidence and overall confidence is put into these statements and
peers, respectively. The SWAP model for meta-information consists of two RDFS
classes, namely Swabbi and Peer. For these classes, several properties are defined
to provide the basis for the social metaphors outlined above and specified further
below. Their corresponding data structures are summarized in Table 5.1.

Swabbi (1/0O): Swabbi objects are used to capture meta-information about
statements and resources. They comprise the following properties:

e hasPeer (MO.peer): This property is used to track which peer this Swabbi
object is associated with.

e Resource-specific Confidence (MO.RC): This confidence value indicates
how knowledgeable a peer is about a specific resource on a scale from O to 1.
High confidence is expressed by values near 1 and low or no confidence is ex-
pressed by values near or equaling O.

Peer (P): For each statement we have to memorize which peer it originated
from. Information about a peer, e.g. its name, is specified by instances of the class
Peer. The Swabbi links via hasPeer to Peer. In particular, each peer also memo-
rizes and updates how much he confides overall into the other one:

e Overall Confidence (P.OC): Some peers may be more knowledgeable than oth-
ers. This peer attribute is used to measure the overall confidence on a scale from
0 to 1, with 1 indicating that the remote peer is knowledgeable and 0 indicating
the opposite. Knowledgeable peers are the ones that provide a lot of information
in general.

L http://swap.semanticweb.org/2003/01/swap-peer#
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Table 5.1. Data structures and parameters

Data structures

(0] Local node repository (ontology)

Q Query

MO Meta data object for a specific peer and resource

Configuration Parameter

Pmax € NT The maximum number of peers selected for query forward-
ing

hmaz € NT The maximum number of hops a query is allowed to travel
(the horizon of the query)

NoPeersmaz € Nt The maximum number of remote peers a local peer stores a

reference to
randomContribution €|A proportion of peers which are selected randomly instead

{0..1} of by the algorithm
Parameters observed during runtime
pP.OC Overall confidence into a peer
MO.RC Confidence into knowledge of a specific peer about a spe-
cific resource
selectedPeersg A set of peers to forward query @ to

5.2.2 Querying for Data

We here consider two querying modes of the SWAP platform. First, we have a gen-
eral query language, SeRQL (cf. Chap. 1). Second, to reduce complexity of the sim-
ulation and get a better experimental grip at what peers do ask in the simulation
environment, we have restricted the general SeRQL queries to the parts that it con-
sists of, viz. queries for triples. Comparably to TAP [10], we query by

getData(s,p,0) 5.1

With s, p, o being either concrete URISs or (for o only) literals. In addition, s, p, o may
be a wildcard “*’ with the intuitive meaning that any URI or literal would match here.
For instance, get Data(*, uri2, x) would match triples like (uri — bill, uri2, uri —
hillary) and (uri — ronald, uri2, uri — nancy).

This is a reasonable simplification, as all SeRQL queries are eventually compiled
to sets of such triple queries and since even such a simple querying mechanism allows
comprehensive information requests.

5.3 Algorithm

5.3.1 The Social Metaphors

Peer-to-Peer systems are computer networks. The decentralized governing principles
of Peer-to-Peer networks resemble social networks to a large extent. As mentioned
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before, a core task in such a network is finding the right peer among the multitude of
possible addressees such that this peer returns a good answer to a given question. To
do this effectively and efficiently, REMINDIN’ builds on social metaphors of how
such a human network works: We observe that a human who searches for answers to
a question may exploit the following assumptions':

1. A question is asked to the person who one expects best answers the question.?

2. One perceives a person as knowledgeable in a certain domain if he/she knew
answers to our previous questions.

3. A general assumption is that if a person is well informed about a specific domain,
he/she will probably be well informed about a similar, e.g. the next more general,
topic, too.

4. To quite some extent, people are more or less knowledgeable independently of
the domain.

5. The profoundness of knowledge that one perceives in other persons is not mea-
sured on an absolute scale. Rather, it is often considered to be relative to one’s
own knowledge.

REMINDIN’ builds on the metaphors of Peer-to-Peer networks being like a hu-
man social network and adopts the above mentioned assumptions in an algorithmic
manner.

REMINDIN’ consists of three major phases realizing these assumptions. Peer
selection of REMINDIN’ is based on assumptions (1) and (2). Query relaxation of
REMINDIN’ weakens the conditions that must be met such that we select a peer (as-
sumption 3). Statement evaluation modifies our estimation of the general profound-
ness of a peer’s knowledge (4) as well as its topic specific profoundness (5). These
phases are embedded in the following into the overall, high level network protocol.

5.3.2 Protocol Scenario

REMINDIN’ consists of several steps executed locally and across the network when
forwarding as well as answering queries and when receiving responses. Assuming
the user of a peer issues a query to the peer network, the query is evaluated:

Locally against the local node repository. Its answers are presented.

Across the network: Forwarding. Simultaneously, peer selection is invoked to se-
lect a set of peers which appear more promising than the others to answer the given
query. If it cannot select any peers for the given query, the query relaxation will
be used to broaden the query until either all peers can be selected or eventually all
known peers are returned. The original query is then sent to a subset of the selected
peers according to their strength. The message containing the query has a unique id
and stores the ids of visited peers (message path) to avoid cycles.

1 We do not claim that these observations of social networks are in any way exhaustive or
without exceptions.

2 “Best” in our current terms only means that he has the most knowledge. In future versions
one may consider properties like latency, costs, etc.
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Across the network: Answering Queries. When a peer receives a query, it will try
to answer it and it will store an instance of the class Peer in its local repository
referencing the querying peer and its unique peer identifier. A meta object is cre-
ated for each resource the query was about. If the number of remote peers stored
in the local repository increases above NoPeers,, ., the peer deletion algorithm is
invoked. The answer is returned directly to the querying peer. We return an answer if
it is not empty. However, for the peers selected by the querying peer the peer rating
algorithm is invoked even if they have no answers. If the number of maximum hops
is not reached yet, the query will be forwarded to a selected set of peers — using the
same peer selection described before.

Receiving Responses. On the arrival of answers at the querying peer, relevant an-
swers are selected with the statement selection algorithm and included into the repos-
itory. The answering peer and the included statements are rated according to the
statement evaluation algorithm. Again, if the number of stored peers in the local
repository exceeds its foreseen levels references to peers are deleted.

5.3.3 Peer selection algorithm

We here survey the just mentioned algorithms in a descriptive manner, and refer the
reader to [22] for a more algorithmic description.

Peer selection: As discussed in Sect. 5.3.1, peer selection is based on observations of
remote peers’ knowledge. Statements from the local node repository that match
the query constitute the basis yielding meta-information about where they came
from. Thus, these statements help to identify the set of most knowledgeable
peers.

Often, this procedure alone does not result in a sufficient number of peers to for-
ward the query to. Then, the query relaxation algorithm is applied to the query.
Based on the resulting set of statements and peers, we combine the P.OC' value
into each peer as well as the M O.RC values, which may vary for each statement
and peer, in order to derive a ranking. This results in an ordered set of peers to
forward a query to.

Query relaxation: As just outlined, a query to the local node repository may not
directly match any of its statements. Following observation (3), REMINDIN’
relaxes the given query subsequently targeting peers with similar knowledge.
We relax the queries based on the triple structure of RDF.

Statement selection: Often the answer of a query contains more information than
one wants to retain in the local node repository. Then, the user must either man-
ually determine which information to store or the system must provide an auto-
matic mechanism. Currently SWAP supports only manual statement selection.
For evaluation of REMINDIN’in our simulation, we have not retained any state-
ment of any answer at all in order to test REMINDIN’with the worst-case as-
sumption.

Update overall (P.OC) and resource-specific (M O.RC') confidence values : The
P.OC and MO.RC values a peer assigns to remote peers and its associated
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statements are updated separately on the basis of the received answers. The num-
ber of statements returned is measured against the statements matching the orig-
inal query already known by the querying peer. This measure is combined with
the existing ratings in order to adjust the P.OC and M O.RC values. The size of
the modifications depend in particular on the size of the result set as compared
to the local result.

An interesting special case happens when a remote peer has been asked directly
by the local peer, but when it has not returned an answer.! REMINDIN’ then
assumes after a certain time that the queried peer has no answer at all and cor-
respondingly, the P.OC' and M O.RC values are downgraded. Thus, even if the
remote peer is very knowledgeable, but unwilling to answer or overfreight with
queries, the remote peer will be considered as a less worthy candidate for query-
ing — hence, a simple form of load balancing will be achieved, too.

Delete Peers As stated above we store references to remote peers each time the local
peer is queried or it receives an answer. Hence, in small networks a local peer
acquires quickly references to almost all remote peers in the network. This strat-
egy does obviously not scale to larger Peer-to-Peer systems. Hence, we define
an index size (NoPeers,, ;) for the number of remote peers visible to the local
peer. If the number of Peer objects exceeds the predefined levels we use a peer
selection strategy to determine, which peer objects we want to delete from the
local repository. We rank all peers according to their P.OC values, and delete
the peers with the lowest one and all corresponding meta information.

5.4 Evaluation Setting

Though the SWAP bibliography case study involved on some days the participation
of up to 50 researchers (cf. Chap. 18), even this number was too small to actually
evaluate REMINDIN’. In addition, it would have been difficult to investigate crucial
parameters of REMINDIN’ without jeopardizing the running of the overall network.
Hence, we opted for evaluating REMINDIN’ by simulating a Peer-to-Peer network
with plausible datasets of statements and query routing by REMINDIN’.

5.4.1 Data Source and Peer setup

We chose DMOZ, the open directory project?, as an input to set up the local node
repositories of the individual peers. DMOZ manually categorises Web pages of gen-
eral interest into a topic hierarchy. For each topic one or several editors are responsi-
ble to define subtopics or related topics and to contribute links to outside Web pages
to the topic pages of DMOZ. In our simulations an editor corresponds to a single
peer. Hence, the local node repository of one peer contains the topic hierarchy and
links to outside Web pages of the topics he is responsible for. Consequently, in the

! This is not observed if the remote peer has been asked indirectly.
2 http://www.dmoz.org/
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simulation, an editor asks for links to outside Web pages which belong to a certain
topic. For a detailed description of the peer setup we refer to [22], and report here
only the major statistical parameters of the simulated network in Table 5.2.

Table 5.2. Major statistical parameters

Property|Mean|Standard
deviation
No. of topics / editor| 4 5.4
No. of links / topic| 27 35,2
No. of links / editor| 53 69,1
No. of queries| 1657
No. of peers| 1024
Expected no. of answers / query / peer| 13 23,1

5.4.2 Generation of queries in experiment

Queries are generated in the experiments by instantiating the blueprint (x, < rdf :
type >, topic), with topics arbitrarily chosen from the set of topics that had at least
one instance. Thus, generated queries retrieved all instances of a topic — considering
also the transitivity of the subclassOf-relationship to subtopics. That is, we generated
1657 different queries.

To evaluate the effectiveness of REMINDIN’we partitioned the set of 1657
queries into two sets of equal size. There were two phases. First, there was a “learn-
ing phase” where the peer network was confronted with the first set 828 queries.
Then, there was an explicit “test phase”, in which one could observe how the peer
network would re-adjust to the second set of queries.

5.4.3 Inmitial configuration of the Peer-to-Peer network simulation

The simulation is initialized with a network topology which resembles the small
world properties of file sharing networks !. Initially each peer was connected to five
remote peers. We simulated 1024 peers, during the simulation any peer can become
visible to any other peer in the network, by creating a Swabbi object with its unique
identifer”. In the simulation, peers were chosen randomly and they were given a ran-
domly selected query to question the remote peers in the network. The peers decide
on the basis of their local node repository which remote peers to send the query to.
Each peer uses REMINDIN’ to select up to p.,q, = 2 peers to send the query to. A
peer that has received a query tries to answer it. In each query message we store the

! We used the Colt library http : //nicewww.cern.ch/ hoschek/colt/, with a clustering
coefficient of 2.1.

2 In our setting “being visible,” “being known” and “being a possible direct addressee of a
query” a synonymous to each other
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path that it is forwarded along and if a peer had appeared in this path, it was dese-
lected. In some evaluation scenarios, we have integrated a randomContribution. The
randomContribution percentage of selected peers were randomly exchanged again
randomly selected ones known by the querying peer. Each query was forwarded until
the maximal number of hops hmax = 6 is reached. In our experiments, we have not
considered the leaving or joining of nodes, so far.

As a baseline we compare REMINDIN’ with the interest based locality strategy
of Sripanidkulchai [19], the advertisement based strategy (Chap. 6) and the naive
algorithm, which are briefly described here:

Naive Algorithm works similar to the flooding strategy of Gnutella. Each query is
tagged with a maximum number of hops, to bound the number of hops it can travel.
In addition Gnutella employs a duplicate detection mechanism, so that peers do not
forward queries that they have already previously forwarded. A query is forwarded
to randomly picked neighbors. Note that the Gnutella protocol does no foresee to
remember references to peers which have answered a query.

Kunwadee Sripanidkulchai et al. exploit interest-based locality to employ interest-
based shortcuts. These shortcuts are generated after each successful query and are
used to further requests, hence they are comparable to creating a Swabbi object for
a peer. However, their search strategy differs from ours, since they only follow a
shortcut if it exactly matches a query, else they use a flooding approach. They further
do not create short cuts when remote peers query the local one.

Advertisement based selection lite Additionally, we compare REMINDIN’ with
the advertisement based approach presented in Chap. 6. We chose a simplified ver-
sion of the algorithm to account for the different data sets. Peers advertise their ex-
pertise only to remote peers which they know in the initial topology. They do not
discard advertisements, if the similarity to the local knowledge is below a threshold
as proposed in the original version. We also simulated the combination of the two
algorithms. In this case local peers treat the advertisements, like answers to queries.
Hence, Swabbi objects are created for the received statements. Than REMINDIN’
is used to select peers.

5.4.4 Evaluation measures

There are many criteria to evaluate algorithms for Peer-to-Peer systems. In [8] we
summarize some of them. For our evaluation we rely on two major measures.

Recall is a standard measure in information retrieval. In our setting, it describes
the proportion between all relevant documents in peer network and the retrieved
ones. We use recall to assess the effectiveness of REMINDIN’, i.e. to measure to
which extent one may retrieve statements from the Peer-to-Peer network based only
on local knowledge about possibly relevant peers.

Messages represent the required search costs per query that can be used to indi-
rectly justify the system scalability.
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5.5 Results

Our simulations show that REMINDIN’ reaches a significant higher recall than the
naive baseline and other algorithms using local information only. In particular, peer
selection is improved by query relaxation and some random selection of peers. Be-
fore we present the final evaluation results, we summarize here the major hypotheses
we wanted to investigate.

5.5.1 Hypotheses

1. The proposed algorithm provides better results in terms of recall than the naive
algorithm and other comparable algorithms.

2. The network load needed to reach a specific recall decreases over time, such as
measured in terms of messages per query.

3. Using our query relaxation mechanism is better than considering just the original
query to select peers.

4. Some randomness contributing to peer selection helps to escape over-fitting.

5. The index size NoPeers,,,, — the number of remote peers which can become
visible to a local peer — has no significant effect on REMINDIN’s performance.

6. The combination of the advertisement based approach with REMINDIN” is par-
ticulary powerful.

5.5.2 Evaluation

Table 5.3. Standard parameter in evaluation

Parameter Value
Pmazx 2
hmaz 6
randomContribution| 0.0
NoPeersmas o)
Peers 1024

In Table 5.1 we define the different parameters of the algorithm. In case we did
not state otherwise, they were set to the values given in Table 5.3. In the naive ap-
proach the peer has used the same parameters as REMINDIN’ — except that all
the peers were chosen randomly. Points in all the graphs represent averages for 1000
queries. Originating peer and query for a query message are selected randomly in our
simulations. Hence, different simulations with the same parameters provide varying
result. All experiments were thus repeated five times. We calculated the standard er-
ror for each experiments and the 95% confidence interval for our observations. In
Fig. 5.3 we visualize our observation and the range of expected results. We observe
that differences of less than 5% are statistically not significant.
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Fig. 5.1. 1024 Peers, 6 Hops, Top k=2, Recall per Query

Hypothesis 1: Figure 5.1 summarizes the comparison between REMINDIN’, RE-
MINDIN’ with random contribution, the naive approach, the Sripanidkulchai et al.
strategy, the advertisement based approach, and the combination of REMINDIN’
and the advertisement based approach. In this scenario the peers send 30,000 query
messages. During the first 15,000 query messages 50% of the available queries were
used and than changed to the remaining queries. The naive approach has a constant
recall of approximately 7%, the advertisement based approach reaches in our exper-
iments 11%, while the Sripanidkulchai et al. approach learns over time and reaches
its highest recall with 25%. The recall of REMINDIN’ without random contribution
increases steadily over time and reaches a recall of 45%.! After the introduction of
new queries the recall decreases, but the algorithm adapts to the new requirements
and reaches almost the same recall as before, after 15,000 queries. Note that 15,000
queries in total result in just about 15 queries per peer, a fairly low number. RE-
MINDIN’ with a little random contribution (15%) to the peer selection produces
even better results. After 15,000 queries it reaches a recall of almost 55%.

Hypothesis 2: Figure 5.2 illustrates the same simulation run as before but focuses
on the number of messages per query. The number of messages used by the differ-
ent algorithms is always lower than the theoretically maximum number of messages
(126 + 13 = 139?%), since the query messages are forwarded to the same remote
peer through different routes and not processed further. We observe that REMIND-
IN’ uses in average significantly less messages than the naive approach. In the case

! Note that the results presented here can be different in other evaluations, due to different
initial configurations, different network sizes, different data sets, different data distributions
and other factors. However, changing these factors in experiments not reported here does
change the actual results, but not the general observation.

2 The number of hops is set to six, and two peers are selected each time. Thus the query can
reach 2 +4 + 8 4 16 + 32 + 64 = 126 peers. On average 13 peers can provide a partial
answer to a query.
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of new queries the number of messages increases. The decision to whom to send
a query to can initially be made only on the basis of the overall confidence value
of a peer instead of the more precise resource-specific confidence value. The Sri-
panidkulchai et al. strategy uses still more query messages per query. Initially, the
number of messages goes up, since the local peer learns shortcuts to remote peers
and can thus select from more. The number of messages decreases when redundant
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information is built up.

Hypothesis 3: Figure 5.3 nicely exemplifies the effect of the query relaxation al-
gorithm. In the beginning the peer selection without relaxation works almost as good
as with relaxation. When new queries arise, REMINDIN’ with relaxation performs

significantly better than without.
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Comparision of the Index Size for REMINDIN'
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Fig. 5.4. 1024 Peers, 6 Hops, Top k=2, Different Index Sizes

Hypothesis 4: Most of our hypotheses were supported with most strength when
we combined our algorithm with a proportion of randomly selected peers. Let us
recall an observation from human interaction. It happens sometimes that we meet a
previously unknown person and she provides us with a yet new view on the world or
on a certain topics. Figure 5.2 analyzes the observation. We put side by side the aver-
age recall with and without random contribution (15%). It is obvious that the achiev-
able recall of REMINDIN’ without random contribution reaches a certain level and
does not increase further. With the introduction of randomness, the algorithm adapts
more quickly to new requirements and reaches an overall better recall. However, with
the introduction of randomness the the number of messages per query also increases.

Hypothesis 5: In Fig. 5.4 we plot the results of our simulations with the index
size NoPeers,,q. setto 10, 50, 100 and co(1024). We observe that within a certain
range the limit to the number of remote peers visible to the local one does not affect
the results in terms of recall. Intriguingly, the recall increases slightly with a lower
NoPeerspq, before it collapses when to few remote peers are referenced. Applying
the Student’s t-Test to the results, using a 95% confidence interval, reveals that the
differences in recall are not statistically significant. We could explain the increase,
though, since the number of messages send per query increases significantly to con-
stantly 110 (NoPeerspq, = 10) and 99 (NoPeers,,q.. = 50). There is no differ-
ence between NoPeersmyq., = 100 and NoPeers,., = oo regarding the number
of query messages per query.! The number of query messages increases, because
peers build up less redundant information, and the probability that the local peer’s
selection decision is based on overall trust rather than resource specific is higher. We
also notice that the recall does not recover in a advantageous way. The further reduc-
tion of messages and a better recovery after the introduction of new messages is left
for future work.

! Not visualized
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Hypothesis 6: In the SWAP project we have conceived two different routing al-
gorithms, targeted at different scenarios. As we can observe in Fig. 5.1 the advertise-
ment based selection lite approach does result in a lower recall than REMINDIN’.
This is due to the learning mechanisms applied in REMINDIN’. However, the ad-
vertisement based approach, has the advantage that it is not effected by the change
of queries. The combination of the both approaches has the advantage, that the algo-
rithm learns faster and is less affected by new requirements and reaches generally a
higher recall.

5.6 Related Work

The usage of results of past queries for peer selection has been investigated recently.
These approaches deal with search performance improvements which hold indepen-
dently of any semantic structure, either in the document collections or in the suc-
cessive searches made by individual nodes. This semantic structure can be used in
several ways. In [7] Crespo and Garcia-Molina explicitly identified distinct semantic
groups of documents, and built corresponding, possibly overlapping, overlay net-
works for each group.

Sripanidkulchai et al. [19] take an alternative approach, attempting to cluster
nodes sharing similar interests, rather than similar documents. Nejdl et al. presented
in [4] a similar approach that uses an exact match between content provider shortcuts
and queries.

[5] uses the concept of Infobeacons which is similar to our content provider short-
cuts. Their ranking is based on the product of the expected number of results for a
query from peers that contain a particular word of the query. Their similarity message
is based on term frequencies.

General research in Peer-to-Peer system concentrates either on efficient topolo-
gies for these networks or on distribution of documents. The small-world-effect (cf.
[2]) is one example how those topologies can be exploited to establish a connection
between two nodes efficiently. In contrast to our work the content of a node is ad-
vertised to all neighbors, and thus needs updates when a nodes content changes. The
algorithm ensures that a given query is forwarded to a node with the most neigh-
bors. There are a number of other Peer-to-Peer research systems which are related
to the question of how to allocate documents within a Peer-to-Peer network. They
mostly require equally shaped keys for nodes and their contents [17] [21], thus once
a key for the searched content has been created, the address and thus the root to the
target peer can be easily found. One problem with this system is that it generates a
substantial overhead when nodes join and leave the network.

EDUTELLA [13] is a Peer-to-Peer system based on the JXTA platform, which
offers very similar base functionality as the SWAP system. In [14] they propose a
query routing mechanism based on super peers. Peers which have topics in common
are arranged in a hypercube topology. This topology guarantees that each node is
queried exactly once for each query.
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5.7 Conclusion

The principle of self-organization has been discussed for a long time as a paradigm
for introducing order into complex systems without centralized control. In recent
years one could see that this principle has found its entry into different types of engi-
neering applications (cf., e.g., [20]) — in particular ones that involve the Web, such
as identification of communities for better harvesting and classification of informa-
tion [9] or ones that use self-organization in Peer-to-Peer networks [1]. In theory,
the possibilities of self-organizing appear to be open-ended with ideas ranging up to
social systems of human and machine agents that form networks with enormously
effective communication structures — as one knows, e.g., from Milgram’s experi-
ment on six degrees of separation in 1967 [12]. Though the idea of transferring such
communication principles from the original social networks to comparable technical
networks like Peer-to-Peer networks has been ventilated for some time (cf. [15]),
corresponding research has not taken a serious stance to it.! To this end, we have
devised the REMINDIN’ algorithm to find peers in a semantic Peer-to-Peer network
based on social metaphors. The algorithm comprises a peer selection algorithm based
on confidence ratings, query relaxation and observation of useful responses given by
other peers. The algorithm provides significantly better results than its naive counter-
part and other related approaches. Our experiments with REMINDIN’ have shown
interesting results: (/) some randomness in peer selection helps escape overfitting
and improves effectiveness of REMINDIN’, (2) self-organized learning by the net-
work reduces the network load over time, and, (3) parameter settings play a role, but
the behavior of REMINDIN’is rather elastic to changing boundary conditions.
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Summary. Peer-to-Peer systems have proven to be an effective way of sharing data. Find-
ing the data in an efficient and robust manner still is a challenging problem. We propose a
model in which peers advertise their expertise in the Peer-to-Peer network. The knowledge
about the expertise of other peers forms a semantic overlay network (SON). Based on the se-
mantic similarity between the subject of a query and the expertise of other peers, a peer can
select appropriate peers to forward queries to, instead of broadcasting the query or sending
it to a random set of peers. We evaluate the model in a bibliographic scenario, where peers
share bibliographic descriptions of publications among each other. In simulation experiments
complemented with a real-world field experiment we show how expertise based peer selection
improves the performance of a Peer-to-Peer system with respect to precision, recall and the
number of messages.

6.1 Introduction

Peer-to-Peer systems are distributed systems without centralized control or hierarchi-
cal organization, in which each node runs software with equivalent functionality. A
review of the features of recent Peer-to-Peer applications yields a long list: redundant
storage, permanence, selection of nearby servers, anonymity, search, authentication,
and hierarchical naming. Despite this rich set of features, scalability is a significant
challenge: Peer-to-Peer networks that broadcast the queries to all peers do not scale
— intelligent query routing and network topologies are required to be able to route
queries to a relevant subset of peers. In this chapter we give an overview and an eval-
uation of the model of expertise based peer selection as proposed in [4] and how it is
used in the Bibster system 18. In this model, peers use a shared ontology to advertise
semantic descriptions of their expertise in the Peer-to-Peer network. The knowledge
about the expertise of other peers forms a semantic overlay network, independent of
the underlying network topology. If the peer receives a query, it can decide to for-
ward it to peers about which it knows that their expertise is similar to the subject of
the query. The advantage of this approach is that queries will not be forwarded to
all or a random set of known peers, but only to the ones that have a good chance of
answering it.
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The organization of the sections in this chapter is as follows: In the next section,
we give a small overview of related work in the domain of Semantic Overlay Net-
works. In Section 3 we provide our generic model on expertise-based peer selection.
In Section 4, we instantiate the generic model with the Bibster case-study. In section
5, we show simulation experiments and their results on the selection method. Sec-
tion 6 shows the results of an evaluation study on the Bibster application which was
installed on different machines of interested people. Section 7 shows a comparison
between the simulation results and the results obtained from the field study. Section
8 concludes our work.

6.2 Related Work on Semantic Overlay Networks

Peers that keep pointers to other peers that have similar content to themselves form
a Semantic Overlay Network (SON). Edutella [6] is a schema based network where
peers describe their functionality (i.e. services) and share these descriptions with
other peers. In this way, peers know about the capabilities of other peers and only
route a query to those peers that are probably able to handle it. Although Edutella
provides complex query facilities, it has still no sophisticated means for semantic
clustering of peers, and their broadcasting does not scale well. Gridvine [3] uses the
semantic overlay for managing and mapping data and metadata schemas, on top of
a physical layer consisting of a structured Peer-to-Peer overlay network, namely P-
Grid, for efficient routing of messages. In essence, the good efficiency of the search
algorithm is caused not clustering of semantically related peers based on the semantic
overlay, but by efficient term storage and retrieval characteristics of the underlying
DHT approach for mapping terms to peers.

Another SON approach is to classify the content of a peer into a shared topic
vector where each element in the vector contains the relevance for that given peer
for the respective topic. pSearch [8] is such an example where documents in the
network are organized around their vector representations (based on modern doc-
ument ranking algorithms) such that the search space for a given query is orga-
nized around related documents, achieving both efficiency and accuracy. In pSearch
each peer has the responsibility for a range for each element in the topic vector,
e.g. ([0.2 — 0.4],]0.1 — 0.3]). Now all expertise vectors that fall in that range are
routed to that peer, meaning that, following the example vector, the expertise vector
[0.23,0.19] would be routed to this peer and [0.13,0.19] not because 0.13 does not
fall in between 0.2 and 0.4. Besides the responsibility for a vector range, a peer also
knows the list of neighbors which are responsible to vector ranges close to itself.
The characteristic of pSearch is that the way that peers know about close neighbors
is very efficient. A disadvantage of pSearch is that all documents have to be mapped
into the same (low dimensional) semantic search space and that the dimensional-
ity on the overlay is strongly dependent of the dimensionality of the vector, with
the result that each peer has to know many neighbors when the vectors have high a
dimension.
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Another approach is based on random walk clustering [9], where peers with sim-
ilar content are going to know each other. The assumption is that queries posted by
peers are semantically closely related to the content of the peer itself. This results in
a high probability that the neighbors of the peer (the peers in the cluster of that peer)
have answers to the query. The problem of this approach, in the domain of full-text
searches, is to select which information a peer has to tell to another peer so that they
are able to determine if they are related or not. When there is no shared data-structure
(like a fixed set of terms) in which they can describe their content, the whole content
has to be shared. This results in that much data has to be shared between peers for
determining closeness.

In contrast to the previous approach, the last SON approach that we discuss here
lets peers describe their content in a shared set of terms. Usually these terms are
organized in a topic network or hierarchy, making it able to determine the semantic
similarity between terms. Each peer is characterized by a set of topics that describe
its expertise. A peer knows about the expertise topics from other peers by analyzing
advertisement messages [4] or answers (Chap. 5). In this way peers form clusters of
semantically related expertise descriptions. Given a query, a shared distance metric
allows the forwarding of queries (described by a shared set of terms) to neighbors
of which their expertise description is semantically closely related to the query. The
advantages of this approach are threefold:

e Peer autonomy Each peer can, in principle, have its own distance measure, peer
selection mechanism and clustering strategy. This allows peers, for example, to
keep their neighbor list or similarity metric secret. Also, peers can decide at any
time to change their visibility on the network by sending advertisement mes-
sages.

o Automatic load balancing When some content is provided by many peers also
the semantic cluster on that content will contain many peers. In this way, load
balancing is an emergent property of this approach.

e Robustness/fault tolerance When peers leave the network or do not respond to a
query, the only consequence is that they probably will not be asked a next time
until they send new advertisement messages or are recommended by other peers.
In contrast, most DHT approaches have to move routing tables to other peers in
order to restore the overlay.

However, there is also a disadvantage: terms that are not shared cannot be found.
For example, imagine that a peer has some documents containing the word “ab-
stract”, but the shared data-structure only contains the term “summary”, then two
things can be done (1) extend the shared data-structure with the word “abstract” so
that peers are able to query and describe their expertise with that term or (2) the
functions that extracts the expertise description and abstract the queries should be
intelligent enough to see that “summary” is a good replacement for “abstract”. Note
that in this case the original query still contains “summary”, but the routing mech-
anism uses the shared term “abstract” to route it to the peer that registered itself on
that term. Both solutions have their own problems, the first one will lead eventually



128 Ronny Siebes, Peter Haase, Frank van Harmelen

to very large data-structures, the second one depends very heavily on the quality of
the extraction and abstraction algorithms.

6.3 A Model for Expertise Based Peer Selection

In the model that we propose, peers advertise their expertise in the network. The peer
selection is based on matching the subject of a query and the expertise according to
their semantic similarity. Figure 6.1 below shows the idea of the model in one picture.

Similarity
E i - > i
xpertise Matching Subject
i i
Abstraction
Knowledge Base Query

Fig. 6.1. Expertise Based Matching

In this section we first introduce a model to semantically describe the expertise
of peers and how peers promote their expertise as advertisement messages in the net-
work. Second, we describe how the received advertisements allow a peer to select
other remote peers for a given query based on a semantic matching of query sub-
jects against expertise descriptions. The third part describes how a semantic overlay
network can be formed by advertising expertise.

6.3.1 Semantic Description of Expertise

Peers

The Peer-to-Peer network consists of a set of peers P. Every peer p € P has a
knowledge base that contains the knowledge that it wants to share.

Shared Ontology

The peers share an ontology O, which provides a shared conceptualization of their
domain. The ontology is used for describing the expertise of peers and the subject of
queries.

Expertise

An expertise description e € I is a abstract, semantic description of the knowledge
base of a peer based on the shared ontology O. This expertise can either be extracted
from the knowledge base automatically or specified in some other manner.
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Advertisements

Advertisements A C P x E are used to promote descriptions of the expertise of
peers in the network. An advertisement a € A associates a peer p with a an expertise
e. Peers decide autonomously, without central control, whom to promote advertise-
ments to and which advertisements to accept. This decision can be based on the
semantic similarity between expertise descriptions.

6.3.2 Matching and Peer Selection
Queries

Queries ¢ € () are posed by a user and are evaluated against the knowledge bases of
the peers. First a peer evaluates the query against its local knowledge base and then
decides which peers the query should be forwarded to. Query results are returned to
the peer that originally initiated the query.

Subjects

A subject s € S is an abstraction of a given query ¢ expressed in terms of the shared
ontology. The subject can be seen a complement to an expertise description, as it
specifies the required expertise to answer the query. We do not make any assumptions
about the abstraction process, which preferably is done automatically. For example,
a string matching approach could determine which parts of the ontology match with
strings in the query.

Similarity Function

The similarity function SF : S x E — [0, 1] yields the semantic similarity between
a subject s € S and an expertise description e € E. An high value indicates high
similarity. If the value is 0, s and e are not similar at all, if the value is 1, they match
exactly. SF' is used for determining to which peers a query should be forwarded.
Analogously, a same kind of similarity function £ x E +— [0, 1] can be defined to
determine the similarity between the expertise of two peers.

Peer Selection Algorithm

The peer selection algorithm (c.f. Algorithm 1) returns a ranked set of peers. The
rank value is equal to the similarity value provided by the similarity function.
From this set of ranked peers one can, for example, select the best n peers.

6.3.3 Semantic Overlay

The knowledge of the peers about the expertise of other remote peers is the basis for
the Semantic Overlay Network (SON). Here it is important to state that this SON is
independent of the underlying network topology. At this point, we do not make any
assumptions about the properties of the topology on the network layer.

The SON can be described by the following relation:
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Algorithm 1 Peer Selection
let A be the advertisements that are available on the peer
let v be a system parameter that indicates the minimal required similarity between the ex-
pertise of a peer and the topics of the query.
subject := ExtractSubject(query)
rankedPeers := ()
for all ad € A do
peer := Peer(ad)
rank := SF(FEzxpertise(ad), subject)
if rank >  then
rankedPeers := (peer,rank) U rankedPeers
end if
end for
return rankedPeers

Knows C P x P, where Knows(pi,p2) means that p; knows about the expertise
of ps.

The relation Knows is established by the selection of which peers a peer sends its
advertisements to. Furthermore, peers can decide to accept an advertisement, e.g. to
include it in their registries, or to discard the advertisement. The SON in combination
with the expertise based peer selection is the basis for intelligent query routing.

6.4 Expertise Based Peer Selection in Bibster

We now describe the bibliographic scenario using the general model presented in the
previous section. This scenario is identical to Bibster, which is described in Chap.
18.

Peers

A researcher is represented by a peer p € P. Each peer has an RDF knowledge base,
which consists of a set of bibliographic metadata items that are classified according
to the ACM topic hierarchy [1] The following example shows a fragment of a sam-
ple bibliographic item based on the Semantic Web Research Community Ontology
(SWRO)[2]:

<rdf :RDF xmlns=
"http://www.semanticweb.org/ontologies/swrc-onto.daml#"
xmlns:rdf ="http://www.w3.0rg/1999/02/22-rdf-syntax-ns#"
xmlns:acm ="http://daml.umbc.edu/ontologies/topic-ont#">
<Publication rdf:about="dblp:persons/Codds8l">
<title>The Capabilities of
Relational Database Management Systems.</titles
<acm:topic rdf:resource=
"http://daml.umbc.edu/ontologies/classificationt
ACMTopic/Information Systems/Database Management"/>
<l-- ... -->
</Publication> </rdf:RDF>
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Shared Ontology

The ontology O that is shared by all the peers is the ACM topic hierarchy. The
topic hierarchy contains a set, 7', of 1287 topics in the computer science domain and
relations (7' x T') between them: SubTopic and seeAlso.

Expertise

The ACM topic hierarchy is the basis for our expertise model. Expertise E is defined
as B C 27, where each e € E denotes a set of ACM topics, for which a peer provides
classified instances.

Advertisements

Advertisements associate peers with their expertise: A C P x E. A single advertise-
ment therefore consists of a set of ACM topics [1] for which the peer is an expert.

Queries

We use the RDF query language SeRQL (Chap. 1) to express queries against the
RDF knowledge base of a peer. The following sample query asks for publications
with their title about the ACM topic Information Systems / Database Management:
CONSTRUCT {pub} <swrc:title> {title} FROM {Subject} <rdf:types>
{<swrc:Publications>};

<swrc:title> {title};

<acm:topic>

{<topic:ACMTopic/Information_ Systems/Database Managements>}
USING NAMESPACE
swrc=<'!http://www.semanticweb.org/ontologies/swrc-onto.daml#>, rdf
=<!http://www.w3.0rg/1999/02/22-rdf-syntax-ns#>, acm
=<!http://daml.umbc.edu/ontologies/topic-ont#s>,
topic=<!http://daml.umbc.edu/ontologies/classification#>

Subjects

Analogously to the expertise, a subject s € S is an abstraction of a query ¢. In our
scenario, each s is a set of ACM topics, thus s C T'. For example, the extracted
subject of the query above would be Information Systems/Database Management.

Similarity Function

In this scenario, the similarity function SF is based on the idea that topics which
are close according to their positions in the topic hierarchy are more similar than
topics that have a larger distance. For example, an expert on ACM topic Information
Systems/Information Storage and Retrieval has a higher chance of giving a correct
answer on a query about Information Systems/Database Management than an expert
on a less similar topic like Hardware/Memory Structures.
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To be able to define the similarity of a peer’s expertise and a query subject, which
are both represented as a set of topics, we first define the similarity for individual top-
ics. [5] have compared different similarity measures and have shown that for measur-
ing the similarity between concepts in a hierarchically structured semantic network,
like the ACM topic hierarchy, the following similarity measure yields the best results:

oBh _—Bh

—al .

€ ety it #£ g
S(t ,1o) = ePh {e—Bh 1 , -
ot {1 otherwise (6.1)

Here [ is the length of the shortest path between topic ¢; and ¢y in the graph
spanned by the SubTopic relation. h is the level in the tree of the direct common
subsumer from ¢; and ¢5.

a > 0and B > 0 are parameters scaling the contribution of shortest path length
[ and depth h, respectively. Based on their benchmark data set, the optimal values
are: « = 0.2, 8 = 0.6. Using the shortest path between two topics is a measure
for similarity because Rada et al. [7] have proven that the minimum number of edges
separating topics ¢; and ¢, is a metric for measuring the conceptual distance of 1 and
to. The intuition behind using the depth of the direct common subsumer in the cal-
culation is that topics at upper layers of hierarchical semantic nets are more general
and are semantically less similar than topics at lower levels.

Now that we have a function for calculating the similarity between two individual
topics, we define SF' as:

SF(s,e) max S(t;, t;) (6.2)

s o e

With this function we iterate over all topics of the subject and average their similari-
ties with the most similar topic of the expertise.

Peer Selection Algorithm

The peer selection algorithm ranks the known peers according to the similarity func-
tion described above. Therefore, peers that have an expertise more similar to that of
the subject of the query will have a higher rank. From the set of ranked peers, we
now only consider a selection algorithm that selects the best n peers.

6.5 Results of Simulation Experiments

In this section we describe the simulation of the scenario presented in Sect. 6.4. With
the experiments we try to validate the following hypotheses:

o HI - Expertise based selection: The proposed approach of expertise based peer
selection yields better results than a naive approach based on random selection.
The higher precision of the expertise based selection results in a higher recall of
peers and documents, while reducing the number of messages per query.
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e H2 - Ontology based matching: Using a shared ontology with a metric for se-
mantic similarity improves the recall rate of the system compared with an ap-
proach that relies on exact matches, such as a simple keyword based approach.

e H3 - Semantic Overlay: The performance of the system can be improved fur-
ther, if the SON is built according to the semantic similarity of the expertise
descriptions of the peers. This can be realized, for example, by accepting adver-
tisements that are semantically similar to the own expertise.

e H4 - The ““Perfect” SON: Perfect results in terms of precision and recall can be
achieved, if the SON coincides with a distribution of the documents according to
the expertise model.

Data Set

To obtain a critical mass of bibliographic data, we used the DBLP data set, which
consists of metadata for 380440 publications in the computer science domain.

We have classified the publications of the DBLP data set according to the ACM
topic hierarchy using a simple classification scheme based on lexical analysis: A pub-
lication is said to be about a topic, if the label of the topic occurs in the title of the
publication. For example, a publication with the title “The Capabilities of Relational
Database Management Systems.” is classified into the topic Database Management.
Topics with labels that are not unique (e.g. General is a subtopic of both General
Literature and Hardware) have been excluded from the classification, because typ-
ically these labels are too general and would result in publications classified into
multiple, distant topics in the hierarchy. Obviously, this method of classification is
not as precise as a sophisticated or manual classification. However, a high precision
of the classification is not required for the purpose of our simulations. As a result of
the classification, about one third of the DBLP publications (126247 out of 380440)
have been classified, where 553 out of the 1287 ACM topics actually have classified
publications. The classified DBLP subset has been used for our simulations.

Document Distribution

We have simulated and evaluated the scenario with two different distributions, which
we describe in the following. Note that for the simulation of the scenario we dis-
regard the actual documents and only distribute the bibliographic metadata of the
publications.

Topic Distribution: In the first distribution, the bibliographic metadata are dis-
tributed according to their topic classification. There is one dedicated peer for each
of the 1287 ACM topics. The distribution is directly correlated with the expertise
model, each peer is an expert on exactly one ACM topic and contains all the cor-
responding publications. This also implies that there are peers that do not contain
publications, because not all topics have classified instances.

Proceedings Distribution: In the second distribution, the bibliographic meta-
data are distributed according to conference proceedings and journals in which the
according publications were published. For each of the conference proceedings and
journals covered in DBLP there is a dedicated peer that contains all the associated
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publication descriptions (in the case of the 328 journals) or inproceedings (in the
case of the 2006 conference proceedings). Publications that are published neither in
a journal nor in conference proceedings are contained by one separate peer. The total
number of peers therefore is 2335 (=328+2006+1). With this distribution one peer
can be an expert on multiple topics, as a journal or conference typically covers mut-
liple ACM topics. Note that there is still a correlation between the distribution and
the expertise, as a conference or journal typically covers a coherent set of topics.

Simulation Environment

To simulate the scenario we have developed and used a controlled, configurable Peer-
to-Peer simulation environment. A single simulation experiment consists of the fol-
lowing sequence of operations:

1. Setup network topology: In the first step we create the peers with their knowl-
edge bases according to the document distribution and arrange them in a random
network topology, where every peer knows 10 random peers. We do not make
any further assumptions about the network topology.

2. Advertising Knowledge: In the second step, the SON is created. Every peer sends
an advertisement of its expertise to all other remote peers it knows based on the
network topology. When a peer receives an advertisement, it may decide to store
all or selected advertisements, e.g. if the advertised expertise is semantically
similar to its own expertise. After this step the SON is static and will not change
anymore.

3. Query Processing: The peers randomly initiate queries from a set of randomly
created 12870 queries, 10 for each of the 1287 ACM topic. The peers first eval-
uate the queries against their local knowledge base and then propagate the query
according to their peer selection algorithms described below.

Experimental Settings

In our experiments we have systematically simulated various settings with different
values of input variables. In the following we will describe an interesting selected
subset of the settings to prove the validity of our hypotheses.

Setting 1

In the first setting we use a naive peer selection algorithm, which selects n random
peers from the set of peers that are known from advertisements received, but disre-
garding the content of the advertisement. In the experiments, we have used n=2 in
every setting, as a rather arbitrary choice.

Setting 2

In the second setting we apply the expertise based selection algorithm. The best n
(n=2) peers are selected for query forwarding. Here the peer selection algorithm
only considers exact matches of topics.
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Setting 3

In the third setting we modify the peer selection algorithm to use the ontology based
similarity measure, instead of only exact matches. The peer selection only selects
peers whose expertise is equally or more similar to the subject of the query than the
expertise of the forwarding peer.

Setting 4

In the fourth setting we modify the peer to only accept advertisements that are se-
mantically similar to its own expertise. The threshold for accepting advertisements
was set to accept on average half of the incoming advertisements.

Setting 5

In this setting we assume global knowledge to impose a perfect topology on the peer
network. In this perfect topology the knows relation conincides with the ACM topic
hierarchy: Every peer knows exactly those peers that are experts on the neighboring
topics of its own expertise. This setting is only applicable for the distribution of the
publications according to their topics, as this model assumes exactly one expert per
topic.

Table 6.1 summarizes the instantiations of the input variables for the described
settings:

Table 6.1. Instantiations of the input variables

Setting #|Peer Selection Advertisements| Topology
Setting 1|{random accept all random
Setting 2|exact match accept all random
Setting 3|ontology based match|accept all random
Setting 4|ontology based match|accept similar |random
Setting 5|ontology based match|accept similar |perfect

Simulation Results

Figures 6.2 through 6.5 show the results for the different settings and distributions.
The simulations have been run with a varying number of allowed hops. In the results
we show the performance for a maximum of up to eight hops. Zero hops means that
the query is processed locally and not forwarded. Please note that the diagrams for
the number of messages per query and recall (i.e. Fig. 6.5, 6.3, 6.4) present cumula-
tive values, i.e. they include the sum of the results for up fo n hops. The diagram for
the precision (Fig. 6.2) of the peer selection displays the precision for a particular
number of hops.

In the following, we will interpret the results of the experiments for the various
settings described above with respect to our hypotheses H1 through H4.
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R1 - Expertise based selection

The results of Fig. 6.2, Setting 1, show that the naive approach of random peer selec-
tion gives a constant low precision of 0.03% for the topic distribution and 1.3% for
the proceedings distribution. This results in a fairly low recall of peers and documents
despite a high number of messages, as shown in Fig. 6.3, 6.5, 6.4, respectively. With
the expertise based selection, either exact or similarity based matching, the precision
can be improved considerably by about one order of magnitude. For example, with
the expertise based selection in Setting 3, the precision of the peer selection (Fig.
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6.2) can be improved from 0.03% to 0.15% for the topic distribution and from 1.3%
to 15% for the proceedings distribution. With the precision, the recall of peers and
documents also rises (Fig. 6.3, 6.5). At the same time, the number of messages per
query can be reduced. The number of messages sent is influenced by two effects. The
first effect is message redundancy: The more precise the peer selection, the higher is
the chance of a peer receiving a query multiple times on different routes. This redun-
dancy is detected by the receiving peer, which will forward the query only once, thus
resulting in a decreasing number of queries sent across the network. The other effect
is caused by the selectivity of the peer selection: It only forwards the query to peers
whose expertise is semantically more or equally similar to the query than that of the
own expertise. With an increasing number of hops, as the semantic similarity of the
expertise of the peer and the query increases, the chance of knowing a qualifying
peer decreases, which results in a decrease of messages.

R2 - Ontology based matching

The result of Fig. 6.2, Setting 2, shows that the exact match approach results in a
maximum precision already after one hop, which is obvious because it only selects
peers that match exactly with the query’s subject. However, Figure 6.3 shows that
the recall in this case is very low in the case of the topic distribution. This can be
explained as follows: For every query subject, there is only one peer that exactly
matches in the entire network. In a sparse topology, the chance of knowing that rel-
evant peer is very low. Thus the query cannot spread effectively across the network,
resulting in a document recall of only 1%. In contrary, Setting 3 shows that when se-
mantically similar peers are selected, it is possible to improve the recall of peers and
documents, to 62% after eight hops. Also in the case of the proceedings distribution,
where multiple exact matches are possible, we see an improvement from 49% in the
case of exact matches (Setting 2), to 54% in the case of ontology based matches
(Setting 3). Naturally, this approach requires to send more messages per query and
also results in a lower precision.
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R3 - Semantic Overlay Network

In Setting 4 the peers only accept semantically similar advertisements. This has
proven to be a simple, but effective, way for creating the SON that correlates with
the expertise of the peers. This allows to forward queries along the gradient of in-
creasing semantic similarity. When we compare this approach with that of Setting
3, the precision of the peer selection can be improved from 0.15% to 0.4% for the
topic distribution and from 14% to 20% for the proceedings distribution. The recall
of documents can thus be improved from 62% to 83% for the topic distribution and
from 54% to 72% for the proceedings distribution.

It is also interesting to note that the precision of the peer selection for the similar-
ity based matching decreases slightly after seven hops (Fig. 6.2). The reason is that
after seven hops the majority of the relevant peers has already been reached. Thus
the chance of finding relevant peers decreases, resulting in a lower precision of the
peer selection.

R4 - The “Perfect” SON

The results for Setting 5 show how one could obtain the maximum recall and pre-
cision, if it were possible to impose an ideal SON. All relevant peers and thus all
bibliographic descriptions can be found in a deterministic manner, as the query is
simply routed along the route that corresponds to the shortest path in the ACM topic
hierarchy. At each hop the query is forwarded to exactly one peer until the relevant
peer is reached. The number of messages required per query is therefore the length of
the shortest path from the topic of expertise of the originating peer to that of the topic
of the query subject. The precision of the peer selection increases to the maximum
when arriving at the eight hop, which is the maximum possible length of a shortest
path in the ACM topic hierarchy. Accordingly, the maximum number of messages
(Fig. 6.4) required is also eight.

6.6 Results of Field Study

In the Bibster system (cf. Chap. 18) we implemented two different query forwarding
strategies that ran at the same time, namely our expertise-based method and a ran-
dom query forwarding algorithm. In this way we are able to see how our approach
performs in real life. The Bibster system was made publicly available and advertised
to researchers in the Computer Science domain. The evaluation was based on the
analysis of system activity that was automatically logged to log files on the individ-
ual Bibster clients. We have analyzed the results for a period of three months (June to
August 2004). With respect to query routing and the use of the expertise based peer
selection, we were able to reduce the number of query messages by more than 50
percent, while retaining the same recall of documents compared with a naive broad-
casting approach. Figure 6.6 shows the precision of the peer selection (the percentage
of the reached peers that actually provided answers to a given query): While the ex-
pertise based peer selection results in an almost constant high precision of 28%, the
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naive algorithm results in a lower precision decreasing from 22% after 1 hop to 14%
after 4 hops'.

Figure 6.7 shows the number of forwarded query messages sent per query. It can
be seen that with an increasing number of hops, the number of messages sent with the
expertise based peer selection is considerably lower than with the naive algorithm.
Although we have shown an improvement in the performance, the results also show
that with a network of the size as in the field experiment, a naive approach is also
acceptable. On the other hand, with a growing number of peers, query routing and
peer selection becomes critical. In the previous discussed simulation experiments,
networks with thousands of peers improve in the order of one magnitude in terms of
recall of documents and relevant peers.

03
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6.7 Comparison with Results from Simulation Experiments

Overall, the results of the simulation experiments have been validated: We were able
to improve the precision of the peer selection and thus reduce the number of sent
messages. However, the performance gain by using the expertise based peer selection
was not as significant as in the simulation experiments?.

This is mainly due to the following reasons:

! The decrease is due the redundancy of relevant peers found on different message paths:
Only distinct relevant peers are considered.

2 In terms of recall, there were no improvements at all, as even the naive algorithm generally
was able to reach all relevant peers.
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Size of the network The size of the network in the field experiment was con-
siderably smaller than in the simulation experiments. While the total number of
participating peers was already fairly large (398), the number of peers online at
a certain point in time was fairly small (order of tens).

Network topology In the field experiment we built the SON on-top of the JXTA
network topology. Again, related to the small size of the network, the JXTA
topology degenerates to a fully connected graph in most cases. Obviously, for
these topologies, a naive algorithm yields acceptable results.

Distribution of the content In the simulation experiments, we distributed the
shared content according to certain assumptions (based on topics, conferences,
journals). In real world experiments, the distribution is much more heteroge-
neous, both in terms of the expertise of the peers and the amount of shared con-
tent.

6.8 Conclusion

In this paper we have presented a model for expertise-based peer selection, in which

as
hav
exp

ON among the peers is created by advertising the expertise of the peers. We
e shown how the model can be applied in a bibliographic scenario. Simulation
eriments that we performed with this bibliographic scenario show the following

results:

Using expertise-based peer selection can increase the performance of the peer
selection by an order of magnitude (result R1).
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However, if expertise-based peer selection uses simple exact matching, the recall
drops to unacceptable levels. It is necessary to use an ontology-based similarity
measure as the basis for expertise-based matching (result R2).

An advertising strategy where peers only accept advertisements that are seman-
tically close to their own profile (i.e. that are in their semantic neighborhood) is
a simple and effective way of creating a SON. This semantic topology allows to
forward queries along the gradient of increasing semantic similarity (result R3).
The above results depend on how closely the SON mirrors the structure of the
ontology. All relevant performance measure reach their optimal value when the
network is organized exactly according to the structure of the ontology (result
R4). Although this situation is idealized and in will in practice not be achievable,
the experiment serves to confirm our intuitions on this.

Also, the field experiment showed that we were able to improve the precision of

the peer selection and thus reduce the number of sent messages. However, the per-
formance gained by using the expertise based peer selection was not as significant
as in the simulation experiments. Summarizing, in both the simulation experiments
and the field experiments, we have shown that expertise-based peer selection com-
bined with ontology-based matching outperforms both random peer selection and
selection based on exact matches, and that this performance increase grows when
the SON more closely mirrors the domain ontology.
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Summary. The Bibster system is an application of the use of semantics in Peer-to-Peer sys-
tems, which is aimed at researchers that share bibliographic metadata. In this paper we de-
scribe the design and implementation of recommender functionality in the Bibster system
which allows personalized access to the bibliographic metadata available in the Peer-to-Peer
network. These functions are based on a semantic user profile which is created from content
and usage information as well as a similarity function. Furthermore, these functions make use
of the semantic topology of the Peer-to-Peer system.

7.1 Introduction

The Bibster system' is an application of the use of semantics in Peer-to-Peer systems
[5] (ctf. Chap. 18 for a comprehensive description). Bibster is aimed at researchers
that share bibliographic metadata. Currently, many researchers in computer science
keep lists of bibliographic metadata in BibTeX format, that they must laboriously
maintain manually, for which they do not have an easy overview, and that has greatly
varying quality. Many researchers own hundreds of kilobytes of bibliographic infor-
mation, in dozens of BibTeX files. At the same time, many researchers are willing to
share these resources, provided they do not have to invest work in doing so.

Bibster enables the management of bibliographic metadata in a Peer-to-Peer fash-
ion: it allows to import bibliographic metadata, e.g. from BibTeX files, into a local
knowledge repository, to share and search the knowledge in the Peer-to-Peer system,
as well as to edit and export the bibliographic metadata.

In this chapter we describe the design and implementation of recommender func-
tionality in the Bibster system which allows personalized access to the bibliographic
metadata available in the Peer-to-Peer network according to the particular needs of
the users.

These recommender functions build upon two main features of the Bibster sys-
tem:

1 http://bibster.semanticweb.org/
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o Semantic representation of metadata: When bibliographic entries are made avail-
able for use in Bibster, they are structured and classified according to two biblio-
graphic ontologies, the SWRC! ontology and the ACM? topic hierarchy. This on-
tological structure is then exploited to help the user formulate semantic queries.
Query results again are represented according to the ontology. These semantic
representations of the knowledge available on the peers, the user queries and rel-
evant results allow us to directly create a semantic user profile and rich semantic
similarity functions as a basis for recommending information that may poten-
tially be interesting to the user.

e Peer-to-Peer infrastructure with a semantic topology: The Peer-to-Peer infras-

tructure reflects the distributed, decentralized and dynamic nature of creation of
bibliographic metadata in a research community. The decentralized Peer-to-Peer
architecture can immediately be exploited for recommending newly created data
as soon as it becomes available in the network.
Using semantic descriptions of the knowledge available on the peers, we are
able to create semantic topologies that reflect the social networks of research
communities: Peers with similar interests and expertise are clustered, such that
the semantic neighborhood of a peer automatically covers a set of peers that
contain relevant information for the specific community of interest. Furthermore,
to address the cold start problem that recommender systems typically have to
face [14], we can make use of the of the peer’s semantic neighbors to create an
initial user profile.

7.1.1 Example Scenarios

We will now illustrate the advantages of Bibster as a semantics-based, Peer-to-Peer
recommender system with three typical usage scenarios, which we will use as a
running example throughout the paper.

In the first scenario, suppose a researcher who is an expert on the topic of “In-
telligent Agents” is searching for bibliographic metadata of new books about the
topic “Artificial Intelligence” using the regular search functionality of the Bibster
system. The corresponding query is routed in the semantic topology of the Peer-to-
Peer network to the peers that may potentially return relevant answers. Among the
results there may be an entry of the book “Handbook on Ontologies”. Suppose the re-
searcher considers this book relevant and saves the corresponding metadata into his
local knowledge base. Now, the researcher might be interested in similar publica-
tions, which address similar topics or were written by a similar author constellation.
Therefor the researcher could use the recommender function of Bibster to find simi-
lar entries — according to his definition of similarity — in the semantic neighborhood
of the peer, again exploiting the semantic topology. The system might find the arti-
cle “Knowledge Processes and Ontologies,” which is about a subtopic of “Artificial
Intelligence” and was written by a similar author constellation.

"http://www.semanticweb.org/ontologies/swrc-onto-2001-12-11.
daml
2 http://www.acm.org/class/1988/
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In the second scenario, the researcher might also want the system to proactively
recommend relevant publications when they are available in the network. He could
thus avoid searching the network manually in regular intervals. For example, the
peer may have a semantic link to a special conference peer which provides the bibli-
ographic metadata of conferences covering a certain set of topics, say a dedicated
AAALI peer for the topic of “Artificial Intelligence.” Without performing explicit
queries, the researcher would be proactively provided with information about the
new publications of his interest which were published at the relevant conferences.
The recommender function can here exploit the area of expertise of the researcher,
the queries he performed recently and the results that he considered relevant.

In a final scenario, the researcher may want to explore the semantic topology,
e.g. to find similar peers. On the one hand, this information would make it possible
to query a specific peer, e.g. with a query for all journal items shared by this peer.
On the other hand, the researcher could establish a personal contact to researchers
interested in similar topics.

For the remainder of this chapter we assume the design of the Bibster system as
described in Chap. 18. We will present a model of ontology-based similarity for the
bibliographic domain and the user profile, which are the basis for the recommender
functions presented in the subsequent section. We will conclude after a discussion of
related work.

7.2 Ontology Based Similarity

In this section we will first describe the bibliographic ontologies employed in the
Bibster system. Subsequently, we will define a semantic similarity function for this
bibliographic ontology, which serves as the basis for the recommender functions
presented in a following section.

7.2.1 The Bibliographic Ontologies

In our bibliographic scenario we make use of two common ontologies:

The first ontology is the Semantic Web Research Community Ontology (SWRC),
which models, among others, a research community, its researchers, topics, publica-
tions, and properties between them [6]. The SWRC ontology defines a shared and
common domain theory which helps users and machines to communicate concisely
and supports exchange of semantics.

The second ontology is the ACM topic hierarchy. It describes specific categories
of literature for the Computer Science domain, covering 1287 topics. Figure 7.1
shows a small fragment of the hierarchy relevant for our example scenarios. In ad-
dition to the sub- and super-topic relations, the hierarchy also provides information



146 Peter Haase, Marc Ehrig, Andreas Hotho, Bjorn Schnizler

.'" Computing_ ™/ Information_ ™
. Methodologies /' Systems

(¢ Adificial Ny Simulation_And_
s Intelligence ‘. Modeling /
= s o

:'/ Distributed_ ) Knowledge Hepresentalbnn 2
N Artificial_Intelligence / \ Fotmalusm And_| Methods i

(_Intelligent_Agents ) (Multiagent_Systems)
e ___"' . _‘.-"

Fig. 7.1. Fragment of the ACM Topic Hierarchy

staab2004handbook~

B IsAbout o L
authu(,..-f | ﬂCMTopIcK‘ _Methodol
= T a!t!wr.x \ . Artiflclal Intailigam;a
lsteffen staab? _ rutil studer ____‘.n \ e LEE

z firstN
"“""a"'e i \lastName | year pales
il LS 2004

Studar Il title

Intemational
Hgﬁ:&;‘;&“ Handbooks on
Information Systems

Fig. 7.2. RDF graph for Example 1

about related topics. The topic hierarchy therefore provides a quick content refer-
ence and assists users in searching for related publications. In the context of a rec-
ommender system this classification is crucial for identifying similarities.

Bibliographic entries that a user made available to Bibster are described using
these two ontologies. The classification according to the ACM ontology is initially
done automatically using lexical matching of the topic labels against the titles of the
publications. Additionally, it is possible to reclassify the entries manually in the user
interface of Bibster.

The ontologies and the specific bibliographic instance data are represented in
RDFE.
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Figure 7.2 shows a sample bibliographic item as an RDF graph.

Authors and editors are represented as instances of the Person class. The pub-
lication itself is instantiated as a Book, which is a subclass of Publication. The
ACM topics corresponding to the publications are represented with the isAbout
properties. In this example the associated topicisArtificial Intelligence.

7.2.2 Semantic Similarity

We will now first describe our notion of similarity we use in our recommender sys-
tem. Then we will present individual similarity functions and show how to combine
these. Some of the measures are generic similarity functions independent of a specific
domain ontology. However, using background knowledge about the bibliography do-
main allows to define more specific similarity functions.

Similarity Function
A similarity function for RDF resources R of a knowledge base is a function
sim: R x R — [0..1],

with the properties as presented in [2]. This function is based on different features of
the respective resources. Individual functions for each feature are combined using an
aggregation function to compute an overall similarity result.

Features

Each resource type is compared based on specific features. For persons and organi-
zations we rely solely on the their names, whereas for publications we use a wide
range of features: title, publication type, authors and editors, publisher, institute and
university, booktitle or journal with the series number and address, page numbers,
publication year, and the ACM topic the publication was classified to.

Individual Similarity Functions

For these individual features we use specific functions, which do not only determine
the similarity on the syntactic level, but also consider the semantics of the ontological
structures. The individual functions take the following characteristics of the ontology
into account:

e Data Value Layer, where we consider the atomic data values of the attributes of
the instances, which in RDF are represented as typed literals,
Graph Layer, where we consider relations between the RDF resources,
Ontology Layer, where we consider ontological information, such as the class
hierarchy,
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o Domain Specific Knowledge, where we use domain specific features with corre-
sponding heuristics.

We will now present the specific methods used for the bibliographic ontology:

Data Value Layer: To determine the similarity of data values d;, dy of type
string (e.g. to compare the titles of publications) we use the syntactic similarity
$iMgyn of [8]. It relies on the edit distance (ed) of [7], which basically determines
how many atomic actions as character addition or deletion are required to transform
one string into the other one:

mm(\d1|, |d2|) — €d(d1, dg))
min(|di|, |dz|) .

Graph Structure Layer: A publication resource is structurally linked with per-
son resources, e.g. authors. Thus we can compare two publications on the basis of the
similarity of the sets of authors. To compare the similarity of two sets of resources E
and F', we average over the similarities of the resources of the one set with the most
similar resource of the respective other set:

$iMgyn(d1, d2) = max(0,

eeZEmeagc sim(e, f) + f;Frgleaé( sim(f,e)

Bl + | F|

simget(E, F) =

Ontology Layer: One possible generic function to determine the semantic simi-
larity of concepts in a concept hierarchy (such as topics in the ACM topic hierarchy)
has been presented by [13]:

_ Bh_o—Bh .
CE W; if e # c2,
1 otherwise

)

Simtazanomic(chCQ) = {

a > 0and @ > 0 are parameters scaling the contribution of shortest path length [ and
depth h in the concept hierarchy, respectively. The shortest path length is a metric
for measuring the conceptual distance of ¢; and cs. The intuition behind using the
depth of the direct common subsumer in the calculation is that concepts at upper
layers of the concept hierarchy are more general and are semantically less similar
than concepts at lower layers. Complying with [13], for the comparison of ACM
topics the parameters are set to o = 0.2, 3 = 0.6.

Domain Specific Knowledge: In the SWRC domain ontology there are many
subconcepts of publications: articles, books, and technical reports to just name a
few. We know that if the type of a publication is not known, it is often provided as
“Misc” (e.g. in Citeseer").

Instead of using a generic similarity function, we can thus define:

17 if C1 = Ca,
SiMyype(c1,c2) = < 0.75, if (¢c; = Misc V ¢3 = Misc)
0, otherwise

1 http://citeseer.nj.nec.com/



7 Personalized Information Access in a Bibliographic Peer-to-Peer System 149

Experiments with sample data have shown that a similarity value of 0.75 yields
meaningful results if one of the publications is of type Misc.

Another domain specific function is used for the similarity between years. The
closer the years of the publications are, the higher their similarity:

‘ 1
SiMyear (yeary, years) = 1+ |year, — years]|

Aggregated Similarity Function

Based on the individual similarity functions, an overall value can be obtained for
example using a weighted average function

n
n; Z wgsimy (i1, i2),
2ok=1"k i
with wy, being the weight for a specific function simy. Because of the semi-
structured nature of bibliographic metadata, some attributes may not be provided
such that some individual measures may not apply. Therefore, for non-mandatory at-
tributes, the weight wy, will be adjusted to O if either one of the compared resources
does not provide the attribute.

SimW (’il, ig) =

Example 1. We now present a complete example of a combined similarity func-
tion for the bibliographic scenario, in which we compute the semantic similarity
of the publication p; from example 7.2 with the publication ps as shown in Fig.
7.3. When comparing the two example publications applying the similarity func-
tions from above we obtain:

simq (p1, p2) = SiMyype(Book, Article) = 0
sima(p1, p2) = SiMsyn (“Handbook on Ontologies”,
“Knowledge Processes and Ontologies”) = 0.14
simz(p1,p2) = SiMiazonomic(Artificial_Intelligence,
Knowledge_Representation_Formalisms_And_Methods) = 0.98
sima(p1,p2) = simget( (steffen_staab, rudi_studer),
(steffen_staab, rudi_studer,hans_schnurr,york_sure) ) = 0.67
sims (p1, p2) = $iMyeqr(2004,2001) = 0.25

In our example, we use a weight-vector of W = (2,2,9,9, 2), which prefers the
topic and the author attributes over the rest of the attributes:

. 1 - .
Stmy (p1,p2) = S ZwkSka(plaPQ) = 0.65
k=1"F k=1

The similarity value indicates the similarity of the resources and can be used directly
as a rank value. With an assumed threshold for similarity of 0.5, the publication po
would be considered similar to p;.
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Fig. 7.3. RDF graph for Example 2

7.3 Semantic User Profile

The user profile is built on the basis of the semantic representation of the shared
knowledge (content) and usage information. Conforming with the model presented
in [12], we will now describe the user profile representation, the initial user profile
and profile adaptation.

7.3.1 User Profile Representation

Definition 1. A user profile is a structure PR := (e, Q, R, W, t) consisting of

the expertise description e,

a set of recent queries @),

a set of recent relevant instances R,

a structure W which defines the weights for the similarity function, and
a threshold t € [0, 1].

We will now describe the roles of the elements of a user profile.

Expertise e: The expertise e is a set of topics about which the user is knowl-
edgeable about. It is built on the assumption that if a user has a knowledge base with
bibliographic items about certain topics, he is a researcher with a certain expertise
and interests in these topics. Consequently, he might be interested in other biblio-
graphic items about these topics that are not available in his local knowledge base.
The expertise model is constructed directly from the knowledge base of the peer: It
comprises all topics for which the knowledge base contains classified instances. In
this sense, the expertise model can be seen as an abstraction or index structure of the
knowledge base.
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The expertise model can easily be extended to not only cover topics, but also, for
example, certain conferences, authors, etc.

Recent queries Q: The queries are an important part of the interaction of the user
with the system that reflect the information need and interest of the user. To exploit
this knowledge about the interest, we store a set of recent queries as part of the user
profile. However, during the transformation of the information need into a query,
information may get lost. In this sense, the user might be interested in instances
that may not exactly match the query, but are semantically similar. Another reason
to remember recent queries is the following: It may be possible that at the time of
querying no entries match a given query, either because matching entries do not exists
or the relevant peer is currently offline. However, at a later point in time, matching
entries could possibly be found.

In our sample scenario, the user is searching for books about the topic of Artificial
Intelligence. The user specifies his search request through the user interface as shown
in the previous section. Internally, this request is formulated as a SeRQL query that
looks as follows:

Example 2.

construct distinct
{s} prop (val)
from
{s} <rdf:type> {<swrc:Books>};
<swrc:isAbout>
{<acm:ACMTopic/Computing Methodologies/Artificial Intelligences}

Instead of storing the SeRQL query itself, for each query ¢ € @) we store the
corresponding attribute value pairs that the user specified as an RDF resource.

This set of attribute value pairs is thus represented in the same way as the speci-
fication of a publication itself. We can therefore apply the semantic similarity mea-
sures defined before to calculate how close a bibliographic instance matches a query.

When considering the set of recent queries, we may be able to recommend items
that may not have matched any of the queries exactly, but are semantically very close
to the information need of the user.

Recent Relevant Results 12: The recent relevant results are a set of bibliographic
instances obtained from previous searches. Here a bibliographic instance is consid-
ered relevant if it has been included into the local knowledge base by the user. We
thus do not store all results that match the user query, instead we only store those
instances that were subjectively relevant to the user. The recent relevant results there-
fore better reflect the information need of the user.

Weights WW: Just as relevance, also similarity is a very subjective measure. We
therefore allow to adjust the weights of the similarity function presented in the previ-
ous section as part of the user profile. By adjusting these weights, the user can specify
which attributes of a the bibliographic metadata are more important for determining
the relevance of similar items. For example, when the user requests the system to
recommend publications similar to an existing one, he might indicate that he does
not care about similarity of the title, but is interested in a similar constellation of co-
authors. Another option might be that the user is interested in publications at similar
conferences in the same or close year.
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Threshold ¢: With the threshold ¢ the user can specify how closely a resource
must match the profile to considered relevant by the recommender functions. The
threshold is used to filter the ranked results of the similarity functions. An increasing
threshold will result in a more selective matching. The user can thus use the threshold
to influence the result size: Depending on the amount of data available, the threshold
may be increased or decreased to obtain a useful result size.

7.3.2 Initial User Profile and Profile Adaptation

We will now describe how the initial user profile is created and adapted. It is im-
portant to note how the cold start problem is addressed: We use a combination of
content and usage based information in the user profile. In typical recommender sys-
tems, the cold start problem is caused by the initially unavailable usage information.
In our system, we make use of the properties of the Peer-to-Peer network: Instead of
starting with an empty profile, we reuse the profiles of similar peers in the semantic
neighborhood.

Expertise: The initial expertise description e will be, as defined, the set of top-
ics for which classified instances exist in the knowledge base KB of the peer. The
expertise profile of the user is adapted whenever the knowledge base of the peer is
updated. This means that whenever publications covering certain topics are added or
removed from the knowledge base, the expertise description is updated accordingly.

Recent queries: To avoid to start with an empty set of recent queries, we start
out with a sample of queries that were recently performed by the peers in the neigh-
borhood (given by the semantic topology) of the peer.

When the user performs a query, it is added to the set of recent queries. As only
n recent queries are stored, old queries are gradually forgotten. This could be done
by always remembering the last n queries (FIFO), however, by temporary changes
in the query behavior, the previous profile may get lost. Therefore, the items to be
removed from the set of recent queries are selected randomly.

Recent Relevant Results: As for the recent queries, for the initial set of relevant
results we also rely on the profile of the peers in the semantic neighborhood and use
a sample of results that were recently considered relevant by other peers. Whenever
the user decides to store a bibliographic item to its local knowledge base, it is added
to the list of recent relevant results. With the recent relevant results we realize an
implicit relevance feedback: The recommended entries that were considered relevant
by the user are immediately added to the user profile. For the gradual forgetting of
results, the same mechanisms are applied as described above for the recent queries.

Weights: As initial weights W for the similarity function, default values are used.
For the Bibster system, useful default values have been determined heuristically with
experiments.

The weights of the similarity function can be adapted manually by the user. Us-
ing the relevance feedback mechanisms described above, the weights could also be
adjusted automatically by the system.

Threshold: The threshold is initially set to 0.5, which is a more or less arbi-
trary choice. The threshold can be increased or decreased by the user to affect the
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amount of recommended information. Alternatively, the threshold could be adjusted
automatically by the system such that the amount of recommended data is kept man-
ageable.

7.4 Recommender Functions

In this section we will explain how the three scenarios described in the introduction
of this paper are realized in Bibster. The recommendation functions are realized using
the similarity functions and user profiles previously presented.

7.4.1 Recommending Similar Items

The first recommender function provides the user with bibliographic entries that are
semantically similar to relevant results from previous searches. In a typical browsing
scenario the user may start out with a vague idea of his search criteria. The informa-
tion need may not have been transformed into the correct query. Thus the available
relevant content may not necessarily match the specified search. By recommending
entries that are similar to the results that the user has considered as relevant, the
quality of the search can be improved. As previously discussed, similar may mean
various things depending on the user context. Therefore, the weights of similarity
function as part of the user profile are taken into account.

The set of relevant results, R, and the weights of the similarity function, W, are
routed in the Peer-to-Peer network as a special request to the potentially relevant
peers. The remote peers evaluate the request against their local knowledge base KB
using the recommendation function defined as follows:

Reci (KB, R,W,t) .= {i € KB|3r € R: Simw (i,r) > t}

The function thus returns the set of bibliographic items from the instance set of the
knowledge base whose semantic similarity with one of the relevant results is greater
than the defined threshold ¢, determined by the specified weights W. The set of
similar entries is then sent back and presented to the user.

Example 3. In our scenario, the user has performed the query for books on the topic
of “Artifical Intelligence”, as shown in example 2. He may have selected the “Hand-
book on Ontologies” from the example in Fig. 7.2 as a relevant result. The peer
selection algorithm may have routed the request for similar publications to a remote
peer because of its expertise in “Knowledge Representation Formalisms And Meth-
ods.” This peer’s knowledge base KB contains the entry “Knowledge Processes and
Ontologies” from Fig. 7.3, which would be recommended to the originating peer
based on the calculation shown in example 1.
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7.4.2 Recommending Potentially Relevant Items

Unlike the previous function, which required a set of relevant results to be identified
by the user, this function proactively recommends potentially relevant items based
solely on the user profile.

Analogously to the previous function, the Profile, PR := (e, Q, R, W, t), is prop-
agated as a special request in the Peer-to-Peer network, and the function Recs is
evaluated against the knowledge base KB of the remote peer:

Recy(KB,PR)={i€ KB|3¢€ Q,3r € R:
A(Simropics(E, Topics(i)), Simw (i, q), Simw (i,7)) > t}

The recommender function Recy computes a combined relevance of bibliographic
items based on the individual elements of the user profile, i.e. expertise, recent
queries and recent relevant results. It uses an aggregation function A that determines
the overall similarity as a composition of the individual similarity measures. In the
easiest case, the aggregation function .4 is again simply a weighted average.

The following individual similarity measures are used: For the expertise we de-
termine the similarity of the set of expertise topics with the set of topics for which
the instances ¢ of the knowledge base are classified for (determined by the Topic(4)
function) using the function Simzepics (based on siMiqzonomic presented above).
We then compute the weighted similarity of the recent queries using the instances
of the knowledge base. Here the queries are treated as instances, as described above.
Similarly, the similarity of the recent relevant results with the instances of the knowl-
edge base is determined.

The relevant results are returned to the querying peer.

Example 4. Continuing with our scenario, the user profile now consists of the fol-
lowing: The user’s expertise is the topic of “Intelligent Agents,” the user recently
performed the query from Example 2 and considered the result “Handbook on On-
tologies” as relevant. Suppose the user’s peer is connected in the semantic topol-
ogy to a peer that covers publications published at AAAI conferences and associ-
ated workshops. Among these publications is for example “Towards Evaluation of
Peer-to-Peer-based Distributed Knowledge Management Systems” [4], which was
co-authored by one of the authors of the recently relevant “Handbook on Ontolo-
gies” and is classified to be about “Multiagent Systems”, a topic similar to “Intelli-
gent Agents”. This publication would therefore match the user profile and would be
recommended as relevant. For space constraints we omit the complete calculations
of the recommender function.

7.4.3 Recommending Similar Peers

This last recommender function allows to find peers in the network with a similar
expertise e. Unlike the two previous functions, Recs can be evaluated on the local



7 Personalized Information Access in a Bibliographic Peer-to-Peer System 155

peer, as from the advertisements (cf. Chap. 6) the peers’ P expertise are already
known to the local peer :

Recs(p1) := {p2 € P|(p1,p2) € Knows}

The function is implicitly realized by the semantic topology of the Peer-to-Peer
network: The similar peers are all those peers that have a link in the semantic topol-
ogy, which was created because their expertise is semantically similar, determined
by a threshold ¢:

Knows(p1,p2) = Simropics(Expertise(pr), Expertise(p2)) > t

(Here Expertise(p) returns the set of topics that the peer has advertised.)

The semantic topology thus is not only used for efficient peer selection and query
routing, but also enables the user to find similar peers in the Peer-to-Peer network.
The user can then, for example, address queries directly to relevant peers.

Example 5. The user from our scenario may now be interested in exploring the se-
mantic topology to find peers with a similar expertise. As stated in the previous
example, among these peers may be the dedicated AAAI peer, because of the simi-
larity of the topics covered by AAAI and the expertise of the user. Knowing of the
existence of this special peer, the user could now direct specific queries directly to
the peer, for example to retrieve the complete proceedings of the workshop from the
previous example.

7.5 Related Work

As the field of related work in semantics-based Peer-to-Peer systems has already
been covered in previous chapters, we focus here on the research done in the field of
ontology based recommender systems and their application to personalized informa-
tion access.

Following the taxonomy of recommender systems in [12] our system contains a
semantics based profile, without profile learning techniques, using implicit relevance
feedback. The profile adaptation takes place through adding new items and a gradual
forgetting function. The most relevant part in the field of recommender systems are
content based, especially ontology based, recommender systems, as our knowledge
base represents the content of a peer.

[11] describe the improvement of classical recommender systems with ontolo-
gies. They use the ontology to enhance the user interface, to reduce the staring effort
[10] and to improve the recommendation accuracy [9]. The approaches were tested
on two user groups where the recommender system recommends research paper.
Theses works shows the benefits of ontologies for recommender systems. Our ap-
proach is also based in ontologies, but we use a Peer-to-Peer and not a central server
system.

[1] discuss the relevance of user profiles to model the information need of users
and to personalize the access. Bibster captures the information for one peer in a
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similar way as it also derives a profile for every peer. [15] describes how the user
interaction of a semantic portal can be improved by utilizing personal knowledge
bases, which express semantic properties. This utilization is similar to the exploita-
tion of the expertise obtained from the user’s knowledge base in our user profile. [3]
present a rule-based approach to personalization in adaptive educational hypermedia
systems, where the user’s current knowledge state is used as the user profile and rel-
evant content is determined using FOL rules. Bibster can be compared with adaptive
hypermedia systems in the sense that relevant RDF-subgraphs are presented to the
user using semantic similarity measures.

7.6 Conclusion

In this paper, we have described the design and implementation of recommender
functionality in Bibster, a semantics-based Peer-to-Peer system for the exchange of
bibliographic metadata between researchers.

We have presented a semantic similarity function for a bibliographic ontology,
based on which we are able to match the bibliographic metadata against user profiles.
These user profiles are built from content and usage information. We have shown how
three specific recommendation functions are realized to recommend similar biblio-
graphic entries, to proactively provide potentially relevant entries and to find similar
peers in the Peer-to-Peer network. Further, we have shown how the semantic topol-
ogy of the Peer-to-Peer network is used to route requests and efficiently find the
relevant content as well as to address the cold start problem.

In Chap. 18 we present evaluation results of a case study with the Bibster system.
An evaluation of the recommender functionality is currently outstanding, but it will
follow the same methodology for evaluation, based on (1) automated data collecting
for recording and analyzing user and system activity by means of log files, and (2)
user questionnaires to evaluate the user satisfaction of the recommendations of our
system.

References

[1] Giuseppe Amato and Umberto Straccia. User profile modeling and applica-
tions to digital libraries. In S. Abiteboul and A.-M. Vercoustre, editors, Proc.
3rd European Conf. Research and Advanced Technology for Digital Libraries,
ECDL, pages 184—197. Springer-Verlag, 1999.

[2] G. Bisson. Why and how to define a similarity measure for object based rep-
resentation systems. Towards Very Large Knowledge Bases, pages 236-246,
1995.

[3] Peter Dolog, Nicola Henzen, Wolfgang Nejdl, and Michael Sintek. Towards the
adaptive semantic web. In st Workshop on Principles and Practice of Semantic
Web Reasoning (PPSWR’03), 2003.



7 Personalized Information Access in a Bibliographic Peer-to-Peer System 157

[4] Marc Ehrig, Christoph Schmitz, Steffen Staab, Julien Tane, and Christoph Tem-
pich. Towards evaluation of peer-to-peer-based distributed knowledge manage-
ment systems. In Proceedings of the AAAI Spring Symposium “Agent-Mediated
Knowledge Management (AMKM-2003)”, 2003.

[5] Peter Haase, Jeen Broekstra, Marc Ehrig, Maarten Menken, Peter Mika, Michal
Plechawski, Pawel Pyszlak, Bjorn Schnizler, Ronny Siebes, Steffen Staab, and
Christoph Tempich. Bibster - a semantics-based bibliographic peer-to-peer sys-
tem. In Proceedings of the Third International Semantic Web Conference, Hi-
roshima, Japan, 2004, NOV 2004.

[6] S.Handschuh, S. Staab, and A. Maedche. Cream - creating relational metadata
with a component-based, ontology-driven annotation framework. In Proceed-
ings of the First International Conference on Knowledge Capture K-CAP 2001,
2001.

[7] 1. V. Levenshtein. Binary codes capable of correcting deletions, insertions, and
reversals. Cybernetics and Control Theory, 1966.

[8] Alexander Maedche. Comparing ontologies - similarity measures and a com-
parison study. Technical report, Forschungszentrum Informatik, Karlsruhe,
Germany, 2001.

[9] S.E. Middleton, D.C. De Roure, and N.R.Shadbolt. Capturing knowledge of
user preferences: ontologies on recommender systems. In In Proceedings of the
First International Conference on Knowledge Capture (K-CAP 2001 ), Victoria,
B.C. Canada, October 2001.

[10] Stuart E. Middleton, Harith Alani, Nigel Shadbolt, and David De Roure. Ex-
ploiting synergy between ontologies and recommender systems. In Martin
Frank, Natasha Noy, and Steffen Staab, editors, Proceedings of the WWW2002
International Workshop on the Semantic Web, Hawaii, May 7, 2002, volume 55
of CEUR Workshop Proceedings, 2002.

[11] Stuart E. Middleton, David De Roure, and Nigel R. Shadbolt. Ontology-based
recommender systems. In Steffen Staab and Rudi Studer, editors, Handbook on
Ontologies. Springer, 2003.

[12] Miquel Montaner, Beatriz Lopez, and Josep Lluis De La Rosa. A taxonomy of
recommender agents on the internet. Artif. Intell. Rev., 19(4):285-330, 2003.

[13] R. Rada, H. Mili, E. Bicknell, and M. Blettner. Development and application
of a metric on semantic nets. In IEEE Transactions on Systems, Man and Cy-
bernetics, pages 17-30, 1989.

[14] A. Schein, A. Popescul, L. Ungar, and D. Pennock. Methods and metrics
for cold-start recommendations. In Proceedings of the 25th Annual Interna-
tional ACM SIGIR Conference on Research and Development in Information
Retrieval, 2002.

[15] Eric Schwarzkopf. Enhancing the interaction with information portals. In In-
telligent User Interfaces 2004, pages 322-324, 2004.



8

Designing Semantic Publish/Subscribe Networks
Using Super-Peers

Paul-Alexandru Chirita!, Stratos Idreos?, Manolis Koubarakis?, Wolfgang NejdI!

1 L3S and University of Hannover, Hannover, Germany
{chirita,nejdl}elearninglab.de

2 Department of Electronic and Computer Engineering, Technical University of Crete,
Greece
{sidraios,manolis}eintelligence.tuc.gr

Summary. Publish/subscribe systems are an alternative to query-based systems in cases
where the same information is asked for over and over, and where clients want to get updated
answers for the same query over a period of time. Recent publish/subscribe systems such as
P2P-DIET have introduced this paradigm in the P2P context. In this chapter we build on the
experience gained with P2P-DIET and the Edutella super-peer infrastructure and present a
semantic publish/subscribe system supporting metadata and a query language based on RDF.
We define formally the basic concepts of our system and present detailed protocols for its
operation.

8.1 Introduction

Consider a P2P network which manages metadata about publications, and a user of
this network, Bob, who is interested in the new publications of some specific au-
thors, e.g., Koubarakis and Nejdl. With conventional P2P file sharing networks like
Gnutella or Kazaa, this is very difficult, because sending out queries which either
include “Koubarakis” or “Nejdl” in the search string will return all publications from
these authors, and Bob has to filter out the new publications each time. With an
RDF-based P2P network like Edutella [29], this is a bit easier, because Bob can for-
mulate a query, which includes a disjunction for the attribute dc:creator (ie.,
dc:creator includes “Nejdl” or dc: creator includes “Koubarakis™), as well
as a constraint on the date attribute (i.e., dc:date > 2003), which includes all
necessary constraints in one query and will only return answers containing publica-
tions from 2004 on. Still, this is not quite what Bob wants, because whenever he uses
this query, he will get all 2004 publications including the ones he has already seen.

What Bob really needs from his P2P file sharing network are publish/subscribe
capabilities [11]:

1. Advertising: Peers send information about the content they will publish, for ex-
ample a Hannover peer announces that it will make available all L3S publica-
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tions, including publications from Nejdl, a Crete peer announces that it would
do the same for Koubarakis’ group.

2. Subscribing: Peers send subscriptions to the network, defining the kind of doc-
uments they want to retrieve. Bob’s profile would then express his subscription
for Nejdl and Koubarakis papers. The network might store these subscriptions
near the peers which will provide these resources, in our case near the Hannover
and the Crete peer.

3. Notifying: Peers notify the network whenever new resources become available.
These resources should be forwarded to all peers whose subscription profiles
match them, so Bob should regularily receive all new publications from Nejdl
and Koubarakis.

In this chapter we will describe how to provide publish/subscribe capabilities
in an RDF-based P2P system, which manages arbitrary digital resources, identified
by their URI and described by a set of RDF metadata. This functionality is useful
in many application scenarios including distributed educational content repositories
in the context of the EU/IST project ELENA [36, 1] whose participants include e-
learning and e-training companies, learning technology providers, universities and
research institutes. A second application scenario that interests us is information alert
in distributed digital library environments [23].

The organization of this chapter is as follows. The next section specifies the
formal framework for RDF-based pub/sub systems, including the languages used
to express publications and subscriptions in our network. Section 8.3 presents our
super-peer architecture and compares it briefly with other alternatives. Section 8.4
discusses the most important design aspects and optimizations necessary to handle
large numbers of subscriptions and notifications, building upon the super-peer archi-
tecture and HyperCuP protocol implemented in the Edutella system [29], as well as
on index optimizations recently explored in P2P-DIET [24]. Section 8.5 includes a
short discussion of other important features of our system, and Sect. 8.6 includes a
survey of related work. Section 8.7 concludes the chapter.

8.2 A Formalism for Pub/Sub Systems Based on RDF

In this section we formalize the basic concepts of pub/sub systems based on RDF:
advertisements, subscriptions, and notifications. We will need a typed first-order lan-
guage L. L is equivalent to a subset of the Query Exchange Language (QEL) but
has a slightly different syntax that makes our presentation more formal. QEL is a
Datalog-inspired RDF query language that is used in the Edutella P2P network [28].

The logical symbols of £ include parentheses, a countably infinite set of variables
(denoted by capital letters), the equality symbol (=) and the standard sentential con-
nectives. The parameter (or non-logical) symbols of £ include types, constants and
predicates. £ has four types: U (for RDF resource identifiers i.e., URI references or
URIrefs), S (for RDF literals that are strings), Z (for RDF literals that are integers),
and U L (for the union of RDF resource identifiers and RDF literals that are strings
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or integers). The predicates of our language are < of type (2, Z), J of type (S, S),
and ¢ of type (U,U,UL). Predicate < will be used to compare integers, predicate J
(read “contains”) will be used to compare strings and ¢ (read “triple”) will be used to
represent RDF triples. Following the RDF jargon, in an expression t(s, p, 0), s will
be called the subject, p the predicate and o the object of the triple.

The well-formed formulas of £ (atomic or complex) can now be defined as usual.
We can also define a semantics for £ in the usual way. Due to space considerations,
we omit the technical details.

The following definitions give the syntax of our subscription language.

Definition 1. An atomic constraint is a formula of L in one of the following three
forms: (a) X = c where X is a variable and c is a constant of type U, (b) X r ¢
where X is a variable of type Z, c is a constant of type Z and r is one of the binary
operators =,<,<,>,>, and (c) X 3 c where X is a variable and c is a constant,
both of type S. A constraint is a disjunction of conjunctions of atomic constraints
(i.e., it is in DNF form).

We can now define the notion of a satisfiable constraint as it is standard.
Definition 2. A query (subscription) is a formula of the form
X17 ceey Xn : t(Sapla Ol) A t<57p27 02) ARERNAN t(Svpﬂ"m O’m) A ¢

where S is a variable of type U, p1,...,pm are constants of type U, O1,...,0p,
are distinct variables of type UL, {X1,...,Xn} C {S,01,...,0n}, and ¢ is a
constraint involving a subset of the variables S, O1, . .., Op,.

The above definition denotes the class of single-resource multi-predicate queries
in QEL. This class of queries can be implemented efficiently (as we will show in
Sect. 8.4) and contains many interesting queries for P2P file sharing systems based
on RDF. It is easy to see that only join on variable S is allowed by the above class of
queries (i.e., S is a subject common to all triples appearing in the subscription).

As it is standard in RDF literature, the triple notation utilizes qualified names or
QONames to avoid having to write long formulas. A QName contains a prefix that has
been assigned to a namespace URI, followed by a colon, and then a local name. In
this chapter, we will use the following prefixes in QNames:

@prefix dc: <http://purl.org/dc/elements/1.1/>
@prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
@prefix isl: <http://www.intelligence.tuc.gr/publications/>

Example 1. The subscription “I am interested in articles authored by Nejdl or
Koubarakis in 2004 can be expressed by the following subscription:'

1 Sometimes we will abuse Definition 2 and write a constant o; in the place of variable O; to
avoid an extra equality O; = o; in ¢.
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X: t(X,<rdf:type>, <dc:article>) A t(X,<dc:creators,Y) A
t (X, <dc:date>,D) A(Y O "Nejdl" V Y J "Koubarakis") A
D=2004

Let ¢ be a query. We will use the functions schemas(q) and properties(q) to re-
fer to the sets of schemas (namespaces) and properties that appear in g. For instance,
if ¢ is the query of Example 1 then schemas(q) = {dc} and properties(q) = {<
dc : article >, < dc: creator >, < dc : date >}.

Queries (subscriptions) are evaluated over sets of RDF triples. If T is a set of
RDF triples, then ans(gq, T') will denote the answer set of ¢ when it is evaluated over
T'. This concept can be formally defined as for relational queries with constraints.

We can now define the concept of subscription subsumption that is heavily ex-
ploited in the architecture of Sect. 8.4.

Definition 3. Let g1, g2 be subscriptions. We will say that q; subsumes ¢ iff for all
sets of RDF triples T, ans(q2,T) C ans(q1,T).

We now define the concept of notification: the meta-data clients send to super-
peers whenever they make available new content. Notifications and subscriptions are
matched at super-peers and appropriate subscribers are notified.

Definition 4. A notification n is a pair (T, I) where T is a set of ground (i.e., with
no variables) atomic formulas of L of the form t(s,p, o) with the same constant s
(i.e., a set of RDF triples with the same subject-URIref) and I is a client identifier. A
notification n = (T, I) matches a subscription q if ans(q, T) # 0.

Notice that because URIrefs are assumed to be unigue, and subscriptions and notifi-
cations obey Definitions 2 and 4, notification matching in the architecture of Section
3.2.3 takes place locally at each super-peer.

Example 2. The notification

({t(<isl:esws04.pdf>, <rdf:type>, <dc:articles),
t (<isl:esws04.pdf>, <dc:creators>, "Koubarakis"),
t(<isl:esws04.pdf>, <dc:date>, 2004)}, C3)

matches the subscription of Example 1.

We now define three progressively more comprehensive kinds of advertisement.
Advertisements formalize the notion of what clients or super-peers send to other
nodes of the network to describe their content in a high-level intentional manner.
Super-peers will match client subscriptions with advertisements to determine the
routes that subscriptions will follow in the architecture of Sect. 8.4. This is formal-
ized by the notion of “covers” below.

Definition 5. A schema advertisement d is a pair (S, I) where S is a set of schemas
(constants of type U i.e., URIrefs) and I is a super-peer id. If d = (S, 1) then the
expression schemas(d) will also be used to denote S. A schema advertisement d
covers a subscription q if schemas(q) C schemas(d).
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Example 3. The schema advertisement ({dc, lom}, SP;) covers the subscrip-
tion of Example 1.

Definition 6. A property advertisement d is a pair (P, I) where P is a set of proper-
ties (constants of type U i.e., URIrefs) and I is a super-peer identifier. If d = (P, )
then the expression properties(d) will also be used to denote P. A property adver-
tisement d covers a subscription q if properties(q) C properties(d).

Example 4. The property advertisement ({<dc:article>, <dc:creators,
<dc:date>, <dc:subject>, <lom:context>}, SPg) covers the sub-
scription of Example 1.

Definition 7. A property/value advertisement d is a pair ((Py, V1), ..., (Pg, V&)), 1)
where Py, . .., Py, are distinct properties (constants of type U i.e., URIrefs), Vi,..., Vi
are sets of values for Py, ..., Py (constants of type UL) and I is a super-peer iden-
tifier.

Definition 8. Letr q be a subscription of the form of Definition 2 and d be a prop-
erty/value advertisement of the form of Definition 7. Let Y1, ..., Y (1 < k < m) be
the variables among the objects 01, . . . , 0y, Of the triples of q that correspond to the
properties Py, ..., Py of d. We will say that d covers a subscription q if there exist
values v1 € Vi,... v € Vi such that the constraint ¢[Y7 «— v1,..., Yy — vg]
resulting from substituting variables Y1, ...,Yy with constants vy,...,v in ¢ is
satisfiable.

Example 5. The property/value advertisement

( (<dc:creator>, { W. Nejdl, P. Chirita}),
(<dc:title>, {"Algorithms", "Data Structures"}),
(<dc:year>, [2002, oo]), SP; )

covers the subscription of Example 1.

8.3 The Super-Peer Architecture

The algorithms that we present in this chapter are designed for super-peer systems
[45]. Thus, we assume two types of nodes: super-peers and peers. A peer is a typical
network node that wants to advertise and publish its data and/or subscribe to data
owned by others. A super-peer is a node with more capabilities than a peer (e.g.,
more cpu power and bandwidth). Staying on-line for long periods of time is another
desirable property for super-peers. In our architecture, super-peers are organized in
a separate network which we call the super-peer backbone and are responsible for
processing notifications, advertisements and subscriptions. Peers connect to super-
peers in a star-like fashion, providing content and content metadata. Each peer is
connected to a single super-peer which is its access point to the rest of the network
and its services. Once connected, a peer can disconnect, reconnect or even migrate
to a different super-peer. A high level view of this architecture is shown in Fig. 8.1.
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Fig. 8.1. An example of a super-peer architecture
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Fig. 8.2. The HyperCuP topology and an example of a spanning tree

Our super-peers are arranged in the HyperCuP topology. This is the solution
adopted in the Edutella infrastructure [28] because of its special characteristics re-
garding broadcasts and network partitioning. An example of this architecture is
shown in Fig. 8.2. The HyperCuP algorithm, described in [27], is capable of organiz-
ing the super-peers of a P2P network into a binary hypercube, a member of the fam-
ily of Cayley graphs. Super-peers join the network by contacting any of the already
integrated super-peers, which then carries out the super-peer integration protocol.
No central maintenance is necessary. HyperCuP enables efficient and non-redundant
broadcasts. For broadcasts, each node can be seen as the root of a specific spanning
tree through the super-peer backbone, as shown in Fig. 8.2. The topology allows
for logo N path length between any two peers and logo N number of neighbors for
each peer, where NV is the total number of nodes in the network (i.e., the number of
super-peers in this case).

Super-peer architectures are usually based on a two-phase routing protocol,
which routes messages first in the super-peer backbone and then distributes them
to the peers connected to the super-peers. Super-peer based routing can be based on
different kinds of indexing and routing tables, as discussed in [14, 29]. In the fol-
lowing sections we present indexing and routing mechanisms appropriate for pub-
lish/subscribe services.
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In this chapter we do not deal with the question of “Who becomes a super-peer?”
As an example, super-peers can be centrally managed by a company that owns and
runs the overlay to offer a service (e.g., a content provider such as Akamai). A more
challenging design is that super-peers are normal peers that either volunteer to play
the role of a super-peer for a time window (i.e., because they will get a number of
privileges as a return) or the system forces all peers to become super-peers periodi-
cally in order to be able to use the services of the overlay. This is an area where some
interesting research has been carried out recently e.g., [26, 31]. The authors of [31]
introduce the concept of altruistic peers, namely peers with the following characteris-
tics, (a) they stay on line for long periods and (b) they are willing to offer a significant
portion of their resources to speedup the performance of the network. Although [31]
does not uses the term super-peer directly, the concepts of super-peers and altruistic
peers are related: one can view altruistic peers as one kind of super-peers in a P2P
network.

Alternatives to this topology are possible, provided that they guarantee the span-
ning tree characteristic of the super-peer backbone, which we exploit for maintaining
our index structures. For example, the super-peers may form an unstructured over-
lay like in P2P-DIET [21]. P2P-DIET does not force any kind of structure between
super-peers. Instead it lets super-peers choose their neighbour peers. An example
is shown in Fig. 8.3(b). A minimum weight spanning tree is formed for each super-
peer based on the algorithm presented in [7]. Brodcasting in the super-peer backbone
then takes place according to a well-known and widely used solution, reverse path
forwarding [46]. This is a very simple technique with minimum storage requirements
for the nodes of the network. According to reverse path forwarding, a node that re-
ceives a message will accept it only if the sender is part of the shortest path that
connects this node with the node that generated and broadcasted the original mes-
sage (the root of the message). Then it will forward the message to all its neighbors
except the sender.

A crucial difference between an unstructured and a structured super-peer topol-
ogy is the depth of the spanning tree which is unbounded for the structured topolo-
gies but bounded for unstructured ones. The HyperCuP protocol can limit this depth
to logN by forcing the HyperCuP structure as super-peers join or leave (see Fig.
8.3(a)). Of course, this brings an extra cost to the join and leave operation for the
super-peers, but it is a cost that we are willing to pay given our wish for efficient
query processing. The main advantage of limiting the depth of the spanning tree is
the low latency achieved for broadcast operations. For example, consider the extreme
case of an unstructured super-peer backbone where the super-peers form a chain. In
this case, if a super-peer at the one end of the chain decides to broadcast a message,
then the super-peer at the other end will see the message only after all other peers
have received it (i.e., after N — 1 steps). The advantage of HyperCup is that it limits
the path between any two super-peers to loga N which is much better than the N — 1
path length of the unstructured design of the previous example.

Another architectural choice for the super-peer backbone is to organize the super-
peers according to a distributed hash table based protocol like Chord [37] as shown
in Fig. 8.3(c). An interesting approach is that even the peers attached to a super-peer
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Fig. 8.3. Various super-peer architectures

can be organized according to a DHT based protocol. An example is shown in Fig.
8.3(d). A good discussion of such possible architectural choices can be found in [31].

8.4 Processing Advertisements, Subscriptions and Notifications

In this section we present protocols for processing advertisements, subscriptions and
notifications in a super-peer based network. In addition, we discuss the data struc-
tures and indices that a super-peer uses.

8.4.1 Processing Advertisements

Once a peer connects to the network, it is mandatory to advertise the kind of re-
sources it will offer in the future. For example, an advertisement can include infor-
mation on the schema that a peer supports. As we have already discussed, each peer
is attached to one super-peer, which is its access point to the rest of the network.
Thus, a peer constructs an advertisement and sends it to its access point. A peer will
send an advertisement again if its information needs to be updated.
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A super-peer receives advertisements from all peers that are attached to it. A
super-peer uses these advertisements to construct advertisement routing indices that
are utilized when processing subscriptions. There are three levels of indexing: the
schema level, the property (attribute) level, and the property/value level. Each time
an advertisement arrives from one of the peers, the super-peer updates those three
indices. In the following paragraphs we give a description of each index.

Schema Index. The first level of indexing contains information on the schema
that peers support. We assume that different peers will support different RDF
schemas and that these schemas can be uniquely identified (e.g., by a URI). The
schema index contains zero or more schema identifiers. Each schema identifier points
to one or more peers that support this schema. As an example of the use of this index,
we can say that subscriptions are forwarded only to peers which support the schemas
used in the subscription. We discuss this in more detail in the next section.

Property Index. The second level of indexing is the property index. This in-
dex is useful in cases where a peer might choose to use only part of one or more
schemas, i.e., certain properties/attributes, to describe its content. While this is un-
usual in conventional database systems, it is more often used for data stores that
use semi-structured data, and very common for RDF-based systems. In such a case,
the schema index cannot be used and indexing is done at the property level. Thus,
the property index contains properties, uniquely identified by name space/schema ID
plus property name. Each property points to one or more peers that support them.

Property/Value Index. Finally, the third index is the property/value index. For
many properties it will be advantageous to create a value index to reduce network
traffic. This case is identical to a classical database index with the exception that the
index entries do not refer to the resource, but the peer providing it.

We use two kinds of indices, namely the super-peer/super-peer indices (SP/SP in-
dices) that handle communication in the super-peer backbone and the super-peer/peer
indices (SP/P indices) that handle communication between a super-peer and all peers
connected to it. These indices draw upon our previous work for query routing, as
discussed in [29], as well as further extensions and modifications necessary for pub-
lish/subscribe services based on [24, 21]. Except for the functionality they employ,
both indices use the same data structures, have the same update process, etc. Fig-
ure 8.4 shows an example of super-peer/super-peer indices.

Let us now discuss how a super-peer reacts upon receiving an advertisement.
Assume a super-peer S P; that receives a new advertisement d from a peer p which is
one of the peers that are directly connected to S P;. First the new advertisement has
to be inserted in the local indices as follows. An advertisement contains one or more
elements. Each element is either a property value pair, for example, {<dc:years>,
1900}, or a property, for example, <dc : year> or a schema identifier, for example,
<dc>. For each element e, S P; does the following.

1. If e is a property value pair, then e is inserted in the property/value index.
2. If e is just a property, then it is inserted in the property index.
3. If e is just a schema identifier, then it is inserted in the schema index.
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Fig. 8.4. An example of SP/SP advertisement routing indices

After having updated the local indices, the advertisement is selectively broad-
casted from S P; to reach other super-peers. This is necessary so that subscriptions
of peers that are attached to other access points are able to reach SP; and the peer
that advertised d. Thus, for each super-peer S P,, that is a child of S P; in the spanning
tree of SP;, SP; does the following. For each element e of d, SP; checks if it has
already forwarded an identical element of e to S P,, i.e., because of an advertisement
of another peer. If this is not true then e is forwarded to S P

When another super-peer, say SP,, receives a forwarded element e, it inserts it
into its local indices as described above. Then for each super-peer S P, that is a child
of SP, in the spanning tree of SP; (that originally initiated the selective broadcast
procedure), S P, checks if it has already forwarded an identical element of e to S P
If not, the element is forwarded to SP,.

Updating Advertisement Indices. Index updates as discussed above are trig-
gered when (a) a new peer connects, (b) a peer leaves the system permanently, (c) a
peer migrates to another access point, or (d) the metadata information of a registered
peer changes.

In the case of a peer joining the network, its respective metadata/schema infor-
mation are matched against the SP/P entries of the respective super-peer. If the SP/P
advertisement indices of the super-peer already contain the peers’ metadata, only a
reference to the peer is stored in them. Otherwise, the respective metadata with refer-
ences to the peer are added to SP/P indices and then are selectively broadcasted to the
rest of the super-peer backbone. If a peer leaves from a super-peer AP permanently,
then all references to this peer have to be removed from the SP/P indices of AP. If
no other peer attached to AP supports the same metadata/schema information, then
AP has to selectively broadcast a remove message to the rest of the super-peers so
believes that AP supports this schema anymore. This is done in the same way as
selectively broadcasting advertisements with the difference that now advertisements
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Fig. 8.5. An example of a poset

are removed from the SP/SP indices. In the case that a peer z migrates from an ac-
cess point A P1 to an access point AP2, then AP1 acts as if « left permanently while
AP2 acts as if « just joined the network.

8.4.2 Processing Subscriptions

Until now we have described how a super-peer reacts upon receiving an advertise-
ment either from a peer or from a super-peer. In this section we present the protocol
used by a peer for inserting a subscription in the network. Remember that the pur-
pose of the subscription is that the subscriber peer will receive all future matching
notifications from all peers of the network.

A peer always sends a new subscription to its access point. When a super-peer
receives a subscription, it inserts it into the local subscription poset. A subscription
poset is a partially ordered set (a hierarchical structure of subscriptions), and cap-
tures the notion of subscription subsumption defined in Sect. 8.2. Figure 8.5 shows
an example of a poset. Each super-peer adds to its local subscription poset informa-
tion about where the subscription came from (either from one of the peers connected
to it or from another super-peer). The addition of super-peer information in the poset
reduces the overall network traffic and is therefore very important. The use of sub-
scription posets in publish/subscribe systems was originally proposed in SIENA [11].

Like SIENA, our system utilizes the subscription poset to minimize network traf-
fic, i.e., super-peers do not forward subscriptions which are subsumed by previously
forwarded subscriptions. In this way, when a super-peer receives a subscription, it
inserts it into the local poset and decides whether to further forward it in the super-
peer backbone or not. If this super-peer has already forwarded a subscription that
subsumes the new one, then no forwarding takes place. If not, then the subscription
has to be forwarded to all neighbour super-peers (according to the spanning tree of
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the super-peer that broadcasted the subscription) that may have peers that will create
matching notifications. Once a super-peer has decided to send the subscription fur-
ther, it will initiate a selective broadcast procedure. This procedure depends on the
advertisement routing indices of the super-peer in the following way.

Assume a super-peer S P; that receives a new subscription ¢ from one of the peers
that are directly connected to it. Then for each super-peer S P, that is a child of SP;
in the spanning tree of SP;, S P; performs the following steps.

1. If the local index at the property/value level contains S P, and one or more of
its advertisements cover the subscription g, i.e., the values of the properties in
an advertisement are consistent with the constraints of ¢, then ¢ is forwarded to
SP,.

2. If the above is not true and the indices in the schema or property level contain
S P, and one or more of its advertisements cover the targeted schema (or prop-
erties) used in the subscription ¢, then ¢ is forwarded to SP,.

When another super-peer, say S P,, receives a forwarded subscription g, it inserts
it into its local subscription poset. Then, for each super-peer S P, that is a child of
SP, in the spanning tree of SP; (that originally initiated the selective broadcast
procedure), SP, checks if it has already forwarded a subscription ¢’ to SP, that
subsumes q. If not, ¢ is forwarded to S P,.

Forwarding subscriptions when advertisement indices are updated. As we
have already discussed, when a super-peer receives a subscription ¢, it forwards ¢
to a portion of its neighbor super-peers or it does not forward it at all, according
to the local subscription poset and advertisement indices. However, advertisement
indices may change in the future so the following process takes place each time a
new advertisement arrives to a super-peer AP from another super-peer AP1: AP
has to check if there are one or more subscriptions in its local subscription poset
that (a) cover the new advertisement and (b) have not been forwarded towards AP1.
Any found subscriptions are sent to AP1. This is necessary to happen in order not
to ignore future matching notifications that are generated by AP1 or by other super-
peers that forward those notifications through AP1.

8.4.3 Processing Notifications

Let us now discuss how subscriptions are triggered by notifications. A peer creates a
notification for a new resource that it wants to make available to other peers, and pub-
lishes the notification to the network. The goal is that all appropriate subscriptions
are triggered and their subscribers receive the notification.

A peer always forwards a new notification to its access point. A notification is a
message that contains metadata about the new item and additional information on the
peer that makes it available, i.e., its [P address and its identifier. The schema that is
used to create a notification has to agree with the schema that this peer has previously
advertised, otherwise the protocols cannot guarantee that all relevant subscribers will
receive the notification.
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When a new notification n arrives at a super-peer with a database db of local
subscriptions, the super-peer has to find all subscriptions ¢ € db that satisfy n. This
can be done as follows using ideas from SIENA [11]. The new notification is first
matched against the root subscriptions of a super-peer’s local subscription poset. In
case of a match with the subscription stored in a root node R, the notification is fur-
ther matched against the children of R, which contain subscriptions refining the sub-
scription from R. For each match, the notification is sent to a group of peers/super-
peers (those where the subscription came from), thus following backwards the exact
path of the subscription. It is also possible to use more sophisticated filtering algo-
rithms like those in P2P-DIET [42] and those in [6, 12, 16, 19].

8.5 Dynamics of P2P Pub/Sub Networks

As peers dynamically join and leave the network, they may be off-line when new
resources arrive for them. These are lost if no special precautions are taken. In the
following paragraphs, we discuss which measures are necessary to enable peers to
receive notifications that are generated when those peers are off-line.

8.5.1 Offline Notifications and Rendezvous at Super-Peers

Whenever a peer A disconnects from the network, its access point AP keeps the
peer’s identification information and subscriptions for a specified period of time, and
its indices will not reflect that A has left the network. This means that notifications
for A will still arrive at AP, which has to store these and deliver them to A after it
reconnects. A peer may request a resource at the time that it receives a notification
n, or later on, using a saved notification n on his local notifications directory.

Let us now consider the case when a peer A requests a resource r, but the resource
owner peer B is not on-line. Peer A requests the address of B directly from AP2 (the
access point of B). This is feasible since the address of AP2 is included in 7. In such
a case, peer A may request a rendezvous with resource r from AP2 with a message
that contains the identifier of A, the identifier of B, the address of AP and the location
of r. When peer B reconnects, AP2 informs B that it must upload resource r to AP as
a rendezvous file for peer A. Then B uploads r. AP checks if A is on-line and if it is,
AP forwards r to A or else r is stored in the rendezvous directory of AP and when A
reconnects, it receives a rendezvous notification from AP.

The features of off-line notifications and rendezvous take place even if peers mi-
grate to different access points. For example, let us assume that peer A has migrated
to AP3. The peer program understands that it is connected to a different access point
AP3, so it requests from AP any rendezvous or off-line notifications and informs AP
that it is connected to a different access point. A receives the rendezvous and off-
line notifications and updates the variable’s previous access point with the address
of AP3. Then, AP updates its SP/P and SP/SP indices. Finally, A sends to AP3 its
subscriptions and AP3 updates its SP/P and SP/SP indices. A complete example is
shown in Fig. 8.6.
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1. Aconnectsto AP{ 14, AP3replies that Bis disconnected

2. Asubscribes to AP with a continuous query ¢ 15. A requests from APS3to arrange a

3. APf{broadcsats g to all super-peers rendezvous with ¢

4 Adisconnects from AP 16. A disconnects from APZ

5. Bconnects to AP3 17. § connectsto AP4 (migrafion)

6. Bpublishes aresource r 18. § requests stored data from AP3

7. APJgenerates anotification nfor A and 19. APZinforms client Bthatit must upload r
unicasts nto AP to AP2

8. Aconnects to AP2 (migration) 20. § sends r to AF2

9. Arequests stored data from AP T 21. A connects to APS [migration)

10. AP { sends the stored notification nto 4 22. A requests stored data from APZ

11 APZrequest resource metadata from 4 23. AFZsends the rendezvous notificationto A

12. Bdisconnects from APZ 24 4 requests to download ¢ from APZ2

13. Arequests address of B from APS 25. AFZsendsr to A

Fig. 8.6. An off-line notification, rendezvous and migration example

8.5.2 Peer Authentication

Typically, authentication of peers in a P2P network is not crucial, and peers con-
necting to the network identify themselves by simply using their IP-addresses. In
a pub/sub environment, however, where we have to connect peers with their sub-
scriptions and want to send them all notifications relevant for them, this leads to two
problems:

e [P addresses of peers may change. Therefore, the network will not be able to
deliver any notifications, which might have been stored for a peer during its ab-
sence, after it reconnects with another IP address. Furthermore, all subscriptions
stored in the network for this peer lose their relationship to this peer.

e Malicious peers can masquerade as other peers by using the IP address of a peer
currently offline. They get all notifications for this peer, which are then lost to
the original peer. Moreover, they can change the original peer’s subscriptions
maliciously.
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We therefore have to use suitable cryptography algorithms to provide unique
identifiers for the peers in our network (see also the discussion in [4]).

When a new peer x wants to register to the network, it generates a pair of keys
(Ey, D,) where E, is the public key of x (or the encryption key) and D,, is the private
key of x (or the decryption key) as in [34]. We assume that the peer x has already
found the IP address and public key of one of the super-peers s, through some secure
means e.g., a secure web site. Then, x securely identifies the super-peer s and if this
succeeds, it sends an encrypted message to s (secure identification and encryption
are explained below). The message contains the public key, the IP address and port
of x. The super-peer s decrypts the message and creates a private unique identifier
and a public unique identifier for x by applying the cryptographically secure hash
function SHA-1 to the concatenated values of current date and time, the IP address
of s, the current IP address of x and a very large random number. The properties of
the cryptographically secure hash function now guarantee that it is highly unlikely
that a peer with exactly the same identifiers will enter the network. Then, s sends
the identifiers to x with an encrypted message. From there on the private identifier
is included to all messages from x to its access-point and in this way a super-peer
knows who sends a message. The private identifier of a peer is never included in
messages that other peers will receive; instead the public identifier is used. To clarify
the reason why we need both public and private identifiers we give the following
example. When a peer x receives a notification n, n contains the public identifier of
the resource owner x/. When x is ready to download the resource, it communicates
with the access-point of x/ and uses this public identifier to request the address of
x1.If a peer knows the private identifier of x then it can authenticate itself as x, but if
it knows the public identifier of x then it can only use it to request the address of x or
set up a rendezvous with a resource owned by x. All the messages that a peer x sends
to a super-peer and contain the private identifier of x are encrypted. In this way, no
other peer can read such a message and acquire the private identifier of x.

Secure identification of peers is carried out as in [4]. A peer A can securely iden-
tify another peer B by generating a random number r and send F(r) to B. Peer B
sends a reply message that contains the number Dg(Eg(r)). Then, peer A checks
if Dg(Ep(r)) = r in which case peer B is correctly identified. For example, in our
system super-peers securely identify peers as described above before delivering a
notification. In this case, the super-peer starts a communication session with a peer
so it cannot be sure that the peer listens on the specific IP address.

When a peer disconnects, its access point does not erase the public key or iden-
tifiers of; it only erases the private identifier from the active peer list. Later on, when
the peer reconnects, it will identify itself using its private identifier and it will send
to its access point, its new IP address. In case that the peer migrates to a different
access point, it will notify the previous one, so that it erases all information about
the peer. Then, the peer securely identifies the new access point and sends a message
to it that contains the public key, the public and the private identifiers and the new
IP address of the peer. All the above messages are encrypted since they contain the
private identifier of the peer.
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8.6 Related Work

In this section we review related research on pub/sub systems in the areas of dis-
tributed systems, networks and databases.

Most of the work on pub/sub in the database literature has its origins in the paper
[17] by Franklin and Zdonik who coined the term selective dissemination of infor-
mation (SDI). Their preliminary work on the system DBIS appears in [6]. Another
influential system is SIFT [43, 44] where publications are documents in free text
form and queries are conjunctions of keywords. SIFT was the first system to em-
phasize query indexing as a means to achieve scalability in pub/sub systems [43].
Later on, similar work concentrated on pub/sub systems with data models based on
attribute-value pairs and query languages based on attributes with comparison oper-
ators (e.g., Le Subscribe [16], the monitoring subsystem of Xyleme [30] and others).
[10] is also notable because it considers a data model based on attribute-value pairs
but goes beyond conjunctive queries — the standard class of queries considered by
other systems [16]. More recent work has concentrated on publications that are XML
documents and queries that are subsets of XPath or XQuery (e.g., XFilter [25], YFil-
ter [15], Xtrie [12] and xmlitk [19]). All these papers discuss sophisticated filtering
algorithms based on indexing queries.

In the area of distributed systems and networks various pub/sub systems have
been developed over the years. Researchers have utilized various data models here
based on channels, topics and attribute-value pairs (exactly like the models of the
database papers discussed above) [11]. The latter systems are usually called content-
based because attribute-value data models are flexible enough to express the content
of messages in various applications. Work in this area has concentrated not only
on filtering algorithms as in the database papers surveyed above, but also on dis-
tributed pub/sub architectures [5, 11]. SIENA [11] is probably the most well-known
example of system to be developed in this area. SIENA uses a data model and lan-
guage based on attribute-value pairs and demonstrates how to express notifications,
subscriptions and advertisements in this language. From the point of view of this
paper, a very important contribution of SIENA is the adoption of a P2P model of
interaction among servers (super-peers in our terminology) and the exploitation of
traditional network algorithms based on shortest paths and minimum-weight span-
ning trees for routing messages. SIENA servers additionally utilize partially ordered
sets encoding subscription and advertisement subsumption to minimize network traf-
fic. The core ideas of SIENA have recently been used in the pub/sub systems DIAS
[23] and P2P-DIET [2, 24, 21] but now the data models utilized were inspired from
Information Retrieval. DIAS and P2P-DIET have also emphasized the use of so-
phisticated subscription indexing at each server to facilitate efficient forwarding of
notifications [42]. In some sense, the approach of DIAS and P2P-DIET puts together
the best ideas from the database and distributed systems tradition in a single unify-
ing framework. Another important contribution of P2P-DIET is that it demonstrates
how to support, by very similar protocols, the traditional ad-hoc or one-time query
scenarios of standard super-peer systems [45] and the pub/sub features of SIENA
[11].
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With the advent of distributed hash-tables (DHTSs) such as CAN [33], CHORD
[37] and Pastry [3], a new wave of pub/sub systems based on DHTs has appeared.
Scribe [35] is a topic-based publish/subscribe system based on Pastry [3]. Hermes
[32] is similar to Scribe because it uses the same underlying DHT (Pastry) but it
allows more expressive subscriptions by supporting the notion of an event type with
attributes. Each event type in Hermes is managed by an event broker which is a ren-
dezvous node for subscriptions and publications related to this event. Related ideas
appear in [38] and [39]. PeerCQ [18] is another notable pub/sub system implemented
on top of a DHT infrastructure. The most important contribution of PeerCQ is that it
takes into account peer heterogeneity and extends consistent hashing [22] with sim-
ple load balancing techniques based on appropriate assignment of peer identifiers to
network nodes.

Meghdoot [20] is a very recent pub/sub system implemented on top of a CAN-
like DHT [33]. Meghdoot supports an attribute-value data model and offers new ideas
for the processing of subscriptions with range predicates (e.g., the price is between
20 and 40 euro) and load balancing. A P2P system with a similar attribute-value data
model that has been utilized in the implementation of a publish-subscribe system for
network games is Mercury [8]. Two other recent proposals on publish/subscribe us-
ing DHTs is DHTrie [41] and LibraRing [40]. These works use the same data models
with P2P-DIET and concentrate on publish/subscribe functionality for information
retrieval and digital library applications.

In the area of RDF-based P2P systems, Min Cai et al. have also recently studied
publish/subscribe systems for RDF [9] using essentially the same query language as
this chapter and our original paper [13]. The approach of [9] is complementary to
ours since their design builds on Chord. It would be interesting to compare experi-
mentally the algorithms of this paper and the algorithms of [9] in more detail.

8.7 Conclusions

Publish/subscribe capabilities are a necessary extension of the usual query answering
capabilities of P2P networks, and enable us to efficiently receive answers to long-
standing queries over a given period of time, even if peers connect to and disconnect
from the network during this period.

In this chapter we have discussed how to incorporate publish/subscribe capabili-
ties in an RDF-based P2P network, specified a formal framework for this integration,
including appropriate subscription and advertisement languages, and described how
to optimize the processing of subscriptions and notifications handling in this net-
work.

Further work will include the full integration of these capabilities into our ex-
isting P2P prototypes Edutella and P2P-DIET, as well as further investigations for
extending the query language in this chapter with more expressive relational algebra
and IR operators, while still maintaining efficient subscription/notification process-
ing.
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Semantic Integration



Overview: Semantic Integration

Heiner Stuckenschmidt

The problem of heterogeneity is well known in the area of databases and information
systems. Different systems tend to represent the same information in different ways
using different syntactic and conceptual structures and often also using different ter-
minologies or different interpretations of the same terminology. This problem, of
course, also appears in P2P systems where a potentially large number of independent
peers provide and request information about a certain domain. Dealing with hetero-
geneity in a P2P setting is much harder than in more centralized systems. The lack
of a central control element leads to the problem that a peer will often not even know
if other peers in the system use the same or a different way of modelling information
because only the direct system neighborhood is known to him. This means that se-
mantic mismatches will often only be discovered during query processing. Further,
providing solution for the heterogeneity problem often involves an great manual ef-
fort for identifying semantically equivalent information in different sources. In P2P
systems this effort can often not be justified because of the high number of potential
integration problems (in the worst case quadratic to the number of peers) and be-
cause P2P systems are often highly dynamic, which means that peers can leave the
network at any point. In this case the effort for integrating the information of this
peer with others is wasted.

On the technical level traditional solution to the problem of heterogeneity is the
use of a global schema for representing information. The structures used in differ-
ent information sources to organize information are linked to this global schema in
terms of views that define elements of the local sources in terms of the global schema.
These views can then be used to translate queries posted to the global schema into
queries to the local sources. In a decentralized setting this approach does not work
because there is no central point of access that could host the global schema and it
is not realistic to assume that all peers agree to use the same global schema in addi-
tion to their locally defined ones. Chapter 12 presents an approach that extends the
idea of view-based information integration to cope with the special requirements of
semantics-based P2P systems where views do not not connect sources to a global
schema, but directly to each other. While traditional approaches mostly consider in-
formation to be represented in the relational data model, the approach in Chap. 12
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builds on top of XML and provides mechanisms for defining views over different
XML schemas. This makes the approach applicable to the XML serialization of Se-
mantic Web data as well.

While being suited for P2P architectures in general, the approach described in
Chap. 12 still requires substantial manual work in terms of identifying and encod-
ing of mappings between different information structures. In order to avoid this ef-
fort, recent approaches address the problem of automatically detecting semantic re-
lationships between conceptual structures. Corresponding approaches are presented
in Chap. 9 to 11. Based on the nature of the conceptual information to be integrated,
methods for automatically detecting mappings have to implement different strate-
gies. The approach of Chap. 9 focusses on the use classification hierarchies to orga-
nize documents according to their topics. These kinds of structures are often found
in P2P document sharing solutions. The integration task here is to identify classes
in different hierarchies that contain documents on the same topic. The approach pre-
sented is based on the use of linguistic background knowledge to disambiguate the
meaning of class names and for the explication of semantic relations between terms
occurring in the names. In Chapter 10 this approach is extended for situations in
which artificial class names are used (eg. descriptions of musical genres) that cannot
easily be linked to linguistic background knowledge. In order to cope with this sit-
uation, the requirements for regarding two classes as describing the same topic are
relaxed to compensate for errors that occur due to the inability of disambiguating
terms. Chapter 11 finally presents an approaching for matching richer conceptual
structures that include at least relations between classes. It is shown how these struc-
tures can be used as a basis for heuristic rules that determine related classes.

It is well known that the results of automatic methods for detecting mappings
are not always correct. In order to avoid unexpected behavior of the system, these
errors have to be detected and corrected. At the moment, there is no formal theory
of correctness and consistency of mappings that could be used to check mappings
independently of their use. Chapter 13 presents an interesting approach for checking
mapping consistency. The approach makes use of the special characteristics of P2P
systems. In particular it builds on the idea that in large systems cyclic mapping re-
lations will appear that provide feedback on whether the equality of a class to itself
is actually preserved in the cyclic relationship. The authors show that this kind of
feedback can be used to improve the mapping accuracy in large systems.

In summary, this part addresses the problem of dealing with heterogeneous infor-
mation in P2P systems. We present an extension of well known database methods for
schema integration XML-based P2P systems based on manually created mappings.
We further present a number of approaches for automatically identifying mappings
between conceptual models as well as an approach for validating and improving
mappings in large systems.



9

Semantic Coordination of Heterogeneous
Classifications Schemas

Paolo Bouquet!, Luciano Serafini?, Stefano Zanobini'

! University of Trento, Italy, {bouquet, zanobini}edit.unitn.it
2 IRST, Trento, Italy, serafini@itc.it

Summary. A large amount of data, organized in heterogeneous schemas, is now available
through the web. The problem of matching such schemas in order to allow global access to
information has been recognized as one of the main challenges of the Semantic Web. In this
paper, we propose a method for discovering mappings across schemas based on a new ap-
proach. This shifts the problem of schema matching from the process of computing linguistic
or structural similarities between schema elements (what most other proposed approaches do)
to the problem of deducing relations between sets of logical formulas representing the mean-
ing of schema elements. We then show how to apply the approach to an interesting family of
schemas, namely hierarchical classifications.

9.1 Introduction

One of the key challenges in the development of open distributed systems is enabling
the exchange of meaningful information across applications which (i) may use au-
tonomously developed schemas for organizing locally available data, and (ii) need
to discover relations between schemas to achieve their users’ goals. Typical exam-
ples are databases using different schemas, and document repositories using different
classification structures.

In restricted environments, like a small corporate Intranet, this problem is typi-
cally addressed by introducing shared models (e.g., ontologies) throughout the en-
tire organization'. The idea is that once local schemas are mapped onto a shared
ontology, the required relations between them is completely defined. However, in
open environments (like the Web), this approach cannot work for several reasons,
including the difficulty of “negotiating” a shared model of data that suits the needs
of all parties involved, and the practical impossibility of maintaining such a shared
model in a highly dynamic environment. In this kind of scenario, a more dynamic
and flexible method is needed, where no shared model can be assumed to exist, and

! But see [3] for a discussion of the drawbacks of this approach from the standpoint of
Knowledge Management applications.
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semantic relations between concepts belonging to different schemas must be dis-
covered on-the-fly. In other words, we need a sort of Peer-to-Peer form of semantic
coordination, in which two or more semantic peers (i.e. agents with autonomously
developed schemas and possibly heterogeneous ontologies) discover relations across
their schemas and use them to provide the required services.

In this chapter, we propose a general approach to the problem of discovering
mappings across the schemas of two or more semantic peers. The method we propose
is intrinsically semantic, as the mappings it discovers between nodes of different
schemas are computed as a logical consequence of (1) the explicit representation of
the meaning of each node in the schemas, and (2) additional background knowledge
(if available). The method is illustrated and tested on a significant instance of the
problem, namely the problem of matching hierarchical classifications (HCs). The
main technical contribution of this part is an algorithm, called CTXMATCH, which
takes in input two HCs H and H' and, for each pair of concepts k € H and ¥’ € H’',
returns their semantic relation (called a mapping).

With respect to other methods proposed in the literature (often under different
“headings”, such as schema matching, ontology mapping, semantic integration), the
main innovation of our approach is that mappings across elements belonging to dif-
ferent schemas are deduced via logical reasoning, rather then derived through (more
or less) complex heuristic techniques, and thus can be assigned a clearly defined
model-theoretic semantics. This shifts the problem of semantic coordination from
the problem of computing linguistic or structural similarities between schemas to
the problem of deducing relations between formulas that represent the meaning of
each concept in a schema. This explains, for example, why our approach performs
much better than most heuristic-based methods when two nodes intuitively represent
equivalent concetps, but occur in classification schemas which are structurally very
different.

The chapter is organized as follows. In Sect. 9.2 we introduce the main con-
ceptual assumptions of the new approach we propose to semantic coordination. In
Sect. 9.3, we present the main features of CTXMATCH, the proposed algorithm
for coordinating HCs. Finally, we compare our approach with other proposed ap-
proaches for matching schemas (Sect. 9.4).

9.2 Our Approach

The method we propose assumes that we deal with a network of semantic peers,
namely physically connected entities which can autonomously decide how to orga-
nize locally available data (in this sense, each peer is a semantically autonomous
agent). Each peer can organize data using one or more schemas (e.g., database
schemas, directory trees in a file system, classification schemas, taxonomies, and
so on). Different peers may use different schemas to organize the same collection of
data, and conversely the same schema can be used to organize different collections
of data.
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Fig. 9.1. Mapping abstract structures

We also assume that semantic peers need to exchange data (e.g. documents clas-
sified under different classification schemas) to perform complex tasks. To do this,
each semantic peer needs to compute mappings between its local schema and other
peers’ schemas. Intuitively, a mapping can be viewed as a set of pairwise relations
between elements of two distinct schemas.

The first idea behind our approach is that mappings must be semantic relations,
namely relations with a well-defined model-theoretic interpretation. This is an im-
portant difference with respect to approaches based on matching techniques, where
a mapping is a measure of (linguistic, structural, etc.) similarity between schemas
(e.g., areal number between 0 and 1). The main problem with the latter techniques is
that the interpretation of their results is an open problem. For example, how should
we interpret a 0.9 similarity? Does it mean that one concept is slightly more gen-
eral than the other one? Or maybe slightly less general? Or that their meaning 90%
overlaps (whatever that means)? Instead, our method returns semantic relations, e.g.
that the two concepts are (logically) equivalent, or that one is (logically) more/less
general, or that they are mutually exclusive. As we will argue, this gives us many
advantages essentially related to the consequences we can infer from the discovery
of such a relation.

The second idea is that to discover semantic relations, one must make explicit
the meaning implicit in each element of a schema. The claim is that this is the only
way of computing semantic relations between elements of distinct schemas, and that
this can be done only for schemas in which meaningful labels are used. If this is
true, then addressing the problem of discovering semantic relations as a problem of
matching abstract graphs is conceptually wrong. To illustrate this point, consider the
difference between the problem of mapping abstract schemas (like those in Fig. 9.1)
and the problem of mapping schemas with meaningful labels (like those in Fig. 9.2).
Nodes in abstract schemas do not have an implicit meaning, and therefore, whatever
technique we use to map them, we will find that there is some relation between the
two nodes D in the two schemas, and this relation depends on the abstract form of
the two schemas. The situation is completely different for schemas with meaningful
labels, as we can make explicit a lot of information that we have about the terms
which appear in the graph, and their relations (e.g., that Tuscany is part of Italy, that
Florence is in Tuscany, and so on). It is only this information which allows us to
understand why the semantic relation between the two nodes MOUNTAIN and the
two nodes FLORENCE is different, despite the fact that the two pairs of schemas are
structurally equivalent between them, and both are structurally isomorphic with the
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Fig. 9.2. Mapping schemas with meaningful labels

pair of abstract schemas in Fig. 9.1. Indeed, for the first pair of nodes, the set of
documents we would classify under the node MOUNTAIN on the left hand side is a
subset of the documents we would classify under the node MOUNTAIN on the right;
whereas the set of documents which we would classify under the node FLORENCE
in the left schema is exactly the same as the set of documents we would classify
under the node FLORENCE on the right hand side.

As a consequence, our method is mainly applied to schemas with labels which are
meaningful for the community of their users. This gives us the chance of exploiting
the complex degree of semantic coordination implicit in the way a community uses
the language from which the labels are taken. Notice that the status of this linguis-
tic coordination at a given time is already “codified” in artifacts (e.g., dictionaries,
but today also ontologies and other formalized models), which provide senses for
words and more complex expressions, relations between senses, and other important
knowledge about them. Our aim is to exploit these artifacts as an essential source of
constraints on possible/acceptable mappings across structures. The method is based
on the elicitation of the meaning associated to each node in a schema'. The semantic
elicitation process may require the use if three different levels of knowledge:

Lexical knowledge: knowledge about the words used in the labels. For example, the
fact that the word “Florence” can be used to indicate “a city in Italy” or “a city
in the South Carolina” (homonymy), or the fact that “bachelor” and “unmarried
man” can mean the same thing (synonymy).

World Knowledge: knowledge about the relations between the concepts expressed
by words. For example, the fact that Tuscany is part of Italy, or that Florence is
in Italy.

Structural knowledge: knowledge which derives from how labeled nodes are ar-
ranged in a given schema. For example, the fact that the node labeled MOUNTAIN

! Even though a discussion on the difference between schemas and ontologies is beyond the
scope of this paper, notice that schemas — such as the two classifications in Fig. 9.2 — cannot
be viewed as straight ontologies (not even lightweight ontologies), as the information they
convey is mostly implicit in their labels, and in a body of knowledge associated with labels.
Indeed, we can say that a classification schema, as many other types of schemas, is a very
concise way of referring to complex concepts (like “images of Tuscan montains”), but
the identification of the concept corresponding to each element in a schema may require
a lot of semantic and world knowledge, which can only be made available to computer
programs via explicit semantic models (ontologies). See the rest of the paper for a practical
illustration of this point
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is below a node IMAGES tells us that it classifies images of mountains, and not,
say, books about mountains.

As an example of how the three levels are used, consider again the mapping be-
tween the two nodes MOUNTAIN of Fig. 9.2. Lexical knowledge is used to determine
what concepts can be expressed by each label, e.g. that the word “Images” can de-
note the concept “a visual representation produced on a surface”. World knowledge
tells us, among other things, that Tuscany is part of Italy. Finally, structural knowl-
edge tells us that the intended meanings of the two nodes MOUNTAIN is “images
of Tuscan mountains” on the left hand side, and “images of Italian mountains” on
the right hand side. Using this information, human reasoners (i) elicit the meaning
expressed by the left hand node, (“images of Tuscan mountains”, denoted by P), (ii)
elicit the meaning expressed by the right hand node (“images of Italian mountains”,
denoted by P’), and finally (iii) derive the semantic relation between the meaning of
the two nodes, namely that P = P’ (intuitively, subsumption between the concepts
corresponding to the two schema elements).

These three levels of knowledge are used to produce a new, richer representation
of the schema, where the meaning of each node is made explicit and encoded as a
logical formula and a set of axioms. This formula is an approximation of the meaning
of the node when it occurs in that schema. The problem of discovering the semantic
relation between two nodes can now be stated not as a matching problem, but as a
relatively simple problem of logical deduction. Intuitively, as we will say in a more
technical form in the rest of the paper, determining whether there is an equivalence
relation between the meaning of two nodes can be encoded as a problem of testing
whether the first implies the second and vice versa (given a suitable collection of
axioms, which acts as a sort of background theory); and determining whether one
is less general than the other one amounts to testing if the first implies the second.
As we will say, in the current version of the algorithm we encode this reasoning
problem as a problem of logical satisfiability, and then compute mappings by feeding
the problem to a standard SAT solver.

9.3 The Algorithm: CTXMATCH

In this section we show how to apply the general approach described in the previ-
ous section to the problem of coordinating Hierarchical Classifications (hereafter
HCs), namely concept hierarchies [5] used for grouping/organizing/classifying data
(such as documents, goods, activities, services) in categories. Some well-known
examples of HCs are web directories (see e.g. the Google™ Directory or the
Yahoo!TMDirectory), file systems, document databases, . ..

In our approach, we assume the presence of a network of semantic peers, where
each peer is defined as follows:

Definition 1. A semantic peer is a triple (D, S, (L, O)), where:

o D is a set of documents;
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o S represents the set of schemas used by the peer for organizing its data;
(L, O) is a pair composed by a lexicon L and some representation O of world
knowledge.

The structure of the semantic peer reflects the three levels of knowledge we
showed before: S represents structural knowledge, L contains lexical knowledge,
and O is world knowledge. Formally, L is a repository of pairs {(w, C'), where w is a
word and C'is a set of concepts. Each pair (w, C) represents the set of concepts C' de-
noted by a word w. For example, a possible entry for a lexicon should express that the
word “fish” can denote at least two concepts: “an aquatic vertebrate” and “the twelfth
sign of zodiac”. An important example of this kind of repository is represented by
WORDNET [9]. A knowledge base O expresses the set of relations holding between
different concepts. For example, a knowledge base O should express that the concept
“an aquatic vertebrate” denoted by the word “fish” stays in a IsA relation with the
concept of “animal” (“fish are animals”) and that the concept “the twelfth sign of
zodiac” denoted by the same word “fish” stays in a IsA relations with a geometrical
shape (“fish is a geometrical shape”). Formally, knowledge base is a logical theory
written is a specific language, like OWL, Prolog clauses, DAML/OIL, RDFS.

Our method is designed for scenarios in which an agent A (called the seeker)
needs to find new documents relative to some category in its local HC S 4. Imagine
that another agent B (called the provider) owns a collection of potentially relevant
documents, but they are classified using a different HC Sp. Our problem is to dis-
cover semantic relations between A’s original category in S4 and the categories in
Spg, and — based on the discovered relations — return the relevant documents. A and
B are called semantic peers because, as we will say, each of them has equivalent
capabilities and responsibilities in assigning meaning to the classification schemas
used to organize local documents, and in assigning documents to categories.

A collection of point-to-point relations between categories of two distinct HCs is
called a mapping:

Definition 2. A mapping M between two schemas S and S’ is a set of mapping
elements (m,n, R) where m is a node in S, n is anode in S' and R is a semantic
relation between m and n.

In this version of the algorithm, five relations are allowed between the concepts
corresponding to two nodes belonging to different HCs: m J n (m is more general
than n); m C n (m is less general than n); m = n (m is equivalent to n); m N n is
consistent (i.e. it has an interpretation which is not empty and thus m is compatible
with n); m Mn C L (m is disjoint from n).

The algorithm CTXMATCH takes as inputs the seeker’s and the provider’s clas-
sification schemas S and S’, and the provider’s lexicon L and knowledge base O'.
As it will become clear in what follows, this means that the resulting mapping is di-
rectional, as it represents the provider’s point of view on the relation between S and

! In the version of the algorithm presented here, we use WORDNET both as a source of lexical
and world knowledge. However, WORDNET can be replaced by any other combination of
a lexical and a world knowledge source.
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S’ (because it is based on the provider’s lexicon and knowledge base, and thus on
the provider’s understanding of the two schemas). As the seeker in principle may use
different lexical and background knowledge, a different mapping between the same
schemas S and S’ might be computed. The reason why we privilege the provider’s
perspective here is that it reflects the scenario in which an agent asks for information
from one or more agents, whose answers are necessarily based on their understand-
ing of the question.
The output of the algorithm is a mapping M.

Algorithm 2 CTXMATCH(S, S’, L, O)
> Hierarchical classifications S, S’
> Lexicon L
> knowledge base O
VarDeclarations
contextualized concept (¢, O) , (0, T)
relation R
mapping M
1 for each pair of nodes m € S and n € S’ do
2 (¢, @) < SEMANTIC-ELICITATION(m, S, L, O);
3 (1, T) +— SEMANTIC-ELICITATION(n, S’, L, O);
4 R < SEMANTIC-COMPARISON({(¢, @) , (¢, 1) , O);
5 M — MU (m,n, R);
6 Return M,

The algorithm has essentially the following two main macro steps.

Steps 2-3: in this phase, called semantic elicitation, the algorithm tries to interpret
pair of nodes m,n in the respective HCs S and S’ by means of the lexicon L
and the knowledge base O. The idea is trying to generate a formula approxi-
mating the meaning expressed by a node in a structure (¢), and a set of axioms
formalizing relevant knowledge about it (©). Consider, for example, the node
FLORENCE in left lower HC of Fig. 9.2: steps 2—-3 will generate a formula ap-
proximating the statement “Images of Florence in Tuscany” (¢) and an axiom
approximating the statement “Florence is in Tuscany” (©). In our framework,
the pair (¢, ©), called contextualized concept, expresses the meaning of a node
in a structure.

Step 4: in this phase, called Semantic comparison, the problem of finding the se-
mantic relation between two nodes m and n is encoded as the problem of finding
the semantic relation holding between two contextualized concepts, (¢, ©) and

(¥,7).

Finally, Step 5 generates the mapping simply by reiteration of the same process
over all the possible pair of nodes m € S n € S’ and Step 6 returns the mapping.

The two following sections describe in detail these two top-level operations, im-
plemented by the functions SEMANTIC—ELICITATION and SEMANTIC—COMPARISON.
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9.3.1 Semantic Elicitation

In this phase we make explicit in a logical formula! the meaning of a node n in a HC

S.

Algorithm 3 SEMANTIC—ELICITATION(t, S, L, O)
>t is a node in S
> structure S
> lexicon L
> knowledge base O

VarDeclarations
single concept conl]
set of formulas X'
formula §

for each node n in S do
con[n] «— EXTRACT-CANDIDATE—-CONCEPTS(n, L);
X« EXTRACT-LOCAL-AXIOMS(t, S, con[], O);
con[| «— FILTER—CONCEPTS(S, X/, con]]);
d«— BUILD-COMPLEX—CONCEPT(t, S, con|]);
6 Return (4, X);

[ N O R S

In Step 1 and Step 2, the function EXTRACT-CANDIDATE—CONCEPTS uses lexi-
cal knowledge to associate to each word occurring in the nodes of an HC all concepts
possibly denoted by the word itself. Consider the lower left structure of Fig. 9.2.
The label “Florence” is associated with two concepts, provided by the lexicon
(WORDNET), corresponding to “a city in central Italy on the Arno” (Elorence#l)
or a “a town in northeast South Carolina” (florence#2). In order to maximize
the possibility of finding an entry into the Lexicon, we use both a postagger and a
lemmatizator over the labels?.

In Step 3, the function EXTRACT-LOCAL—AXIOMS tries to define the ontolog-
ical relations existing between the concepts in a structure. Consider again the left
lower structure of Fig. 9.2. Imagine that the concept “a region in central Italy”
(tuscany#1) has been associated to the node TUSCANY. The function EXTRACT—
LOCAL—AXIOMS has the aim to discover if it exists some kind of relation be-

! The choice of the formal language depends on how expressive one wants to be in the ap-
proximation of the meaning of nodes, and on the complexity of the NLP techniques used
to process labels. In this implementation we adopt the propositional fragment of Descrip-
tion logics, where each propositional letter corresponds to a concept (synset) provided by
WORDNET. However, in [18], a richer encoding is described which uses also the DL roles.
As an example, the node MOUNTAIN of the left hand schema of Fig. 9.2, now interpreted as
(image#1lll...Llimage#8)Mtuscany#lMmountain#l, is encoded as (image#1Ll
...Uimage#8)MNJabout#3.(mountain#lMilocatedIn#2.tuscany#1), namely
“images about mountains that are located in Tuscany”.

2 Although in this paper we present very simple examples, the NLP techniques exploited in
this phase allow us to handle labels containing complex expressions, as conjunctions, com-
mas, prepositions, expressions denoting exclusion, like “except” or “but not”, multiwords
and so on.
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tween the concepts tuscany#1, florence#l and florence#2 (associated to
node FLORENCE). Exploiting world knowledge, we can discover, for example, that
“florence#l PartOf tuscany#1”, i.e. that there exists a “part of” relation be-
tween the first sense of “Florence” and the first sense of “Tuscany”. World knowl-
edge relations extracted from WORDNET are translated into logical axioms accord-
ing to Table 9.1. So, the relation “florence#1 PartOf tuscany#1” is encoded

]

as “florence#l C tuscany#1”".

Table 9.1. WORDNET relations and corresponding axioms.

[WORDNET World knowledge relations] axiom ‘
s#k synonym t#h stk = t#h
s#k { hyponym | PartOf } t#h s#k C t#h
s#k { hypernym | HasPart } t#h t#h C s#k
s#k antonym t#h (t#kMs#h) C L

Step 4 has the goal of filtering out unlikely senses associated to a node’s label.
Going back to the previous example, we tentatively discard one of the senses associ-
ated to the node FLORENCE (“a town in northeast South Carolina”, florence#2),
based on the fact that we found the local axiom “f lorence#1 PartOf tuscany#1”
which links the other sens of “Florence” to a sense of “Tuscany”. This fact is used
to make the conjecture that the contextually relevant sense of Florence is the city in
Tuscany, and not the city in the USA. When ambiguity persists (because there are
axioms related to different senses, or no axioms at all), all possible senses are kept
and encoded as a disjunction.

Step 5 has the objective of building a complex concept (i.e., the meaning of a
node label when it occurs in a specific position in a schema) for nodes in HCs. As
described in [4], node labels are first processed one by one to build a preliminary
interpretation, called simple concept, which does not take into account the position
of the node in the structure. For example, the simple concept associated to the node
FLORENCE of the left hand structure of Fig. 9.2 is the atom florence#1 (i.e. one
of the two senses provided by WORDNET and not discarded by filtering). Then, these
results are combined for generating a formula approximating the meaning expressed
by a node in a schema. In this version of the algorithm, we choose to express the
meaning of a node n as the conjunction of the simple concepts associated to the nodes
lying in the path from the root node to n. So, the formula approximating the meaning
expressed by the node FLORENCE in that HC is (image#1 U ... U image#8) N
tuscany#l M florence#l.

Step 6 returns the formula expressing the meaning of the node and the set of
local axioms found in Step 3. This formula represents what we call a contextualized
concept, namely a complex concept associated to a node in a schema, given L and

0.

! For heuristical reasons — see [4] — we consider only relations between concepts on the same
path of a HC and their siblings.
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This explains why the set of contextualized concepts extracted from a HC can
be viewed as a context in the sense of [11, 1], namely a partial and approximate
representation of the world from an individual’s perspective. Indeed, it reflects a
semantic peer’s perspective on a collection of documents. As we already pointed out,
the same schema can be transformed into a different context by different semantic
peers, as they might use a different lexicon L’ or different world knowledge O’. This
explains why the mappings between the same pair of schemas computed by different
peers are not identical.

9.3.2 Semantic Comparison

The goal of this phase is to find the semantic relation which holds between two
contextualized concepts (associated to two nodes in different HCs).

In Step 1, the function EXTRACT-RELATIONAL—AXIOMS tries to find axioms
which connect concepts belonging to different HCs. This function is similar to
EXTRACT-LOCAL—AXIOMS in the semantic elicitation part. Consider, for example,
the senses italy#1 and tuscany#1 associated respectively to nodes ITALY and
TUSCANY of Fig. 9.2: the relational axioms express the fact that, for example, “Tus-
cany PartOf Italy” (tuscany#1 C italy#1).

Algorithm 4 SEM—COMP({¢, ©),(1),1),0)
> contextualized concept (¢, O), (1, T)
> world knowledge O

VarDeclarations
set of formulas I”
semantic relation R

I «+— EXTRACT-RELATIONAL—AXIOMS(¢, 1, O);
if0,7,I' = (¢ M) C L then R — disjoint;

elseif ©,7, " = (¢ = ¢) then R «— equivalent;

elseif ©,7,I" |= (¢ C ) then R < less general than;
elseif ©,7, " = (¢ C ¢) then R < more general than;
else R < compatible;

Return R;

~N NN R WD =

In steps 2—6, the problem of finding the semantic relation between two nodes n
and m (line 2) is encoded into a satisfiability problem involving both the contex-
tualized concepts associated to the nodes and the relational axioms extracted in the
previous phases. So, to prove whether the two nodes labeled FLORENCE in Fig. 9.2
are equivalent, we check the logical equivalence between the formulas approximat-
ing the meaning of the two nodes, given the local and the relational axioms. Formally,
we have the satisfiability problem as stated in Table 9.2.

It is simple to see that the returned relation is “equivalent”. Note the satisfiability
problem for finding the semantic relation between the nodes MOUNTAIN of Fig. 9.2
as stated in Table 9.3.

The returned relation is “less general than”.
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Table 9.2. Satisfiability Problem for FLORENCE

florence#l C tuscany#l

(image#lU...U image#8) Mtuscany#l M florence#l
florence#l C italy#1l

(image#1U...U image#8) Mitaly#1 M florence#l
tuscany#l C italy#1l

IR NS IO)

Table 9.3. Satisfiability Problem for MOUNTAIN

image#l U ...l image#8) M tuscany#l Mmountain#l

[}
(
[
(image#1U...Uimage#8) Mitaly#l Mmountain#l
tuscany#1l C italy#l

IR INESHEO)

Following on the idea that a semantically elicited schema is a context, a mapping
between two contextualized concepts belonging to different contexts can be formally
represented as a compatibility relation [10], namely a constraint on the local mod-
els of the two contexts. In this sense, the algorithm we present is a first attempt to
discover (rather than assume) relations over local models of two or more contexts
(which, from a proof-theoretical point of view, corresponds to discover bridge rules
[12] across contexts).

9.4 Related Work

Recently, many methods have been proposed for matching heterogeneous schemas
(see [17] for a well-known survey of the area). However, our method shifts the prob-
lem of semantic coordination from the problem of matching (in a more or less so-
phisticated way) schemas to the problem of inferring semantic relations between
the meaning of schema elements. Under this respect, to the best of our knowledge,
our approach is still original; an alternative (and partially extended) implementation,
called S-Match, was proposed in [8] as a rationalization of CTXMATCH. Therefore,
a straightforward comparison with other methods is not easy.

However, it is important to see how CTXMATCH compares with the performance
of techniques based on different approaches to semantic coordination. There are
four other families of approaches that we will consider: graph matching, automatic
schema matching, semi-automatic schema matching, and instance based matching.
For each of them, we will discuss the proposal that, in our opinion, is more sig-
nificant. The comparison is based on the following five dimensions: (1) if and how
structural knowledge is used; (2) if and how lexical knowledge is used; (3) if and
how knowledge base is used; (4) if instances are considered; (5) the type of result
returned. The general results of our comparison are reported in Table 9.4.
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Table 9.4. Comparing CTXMATCH with other methods
’ ‘ graph ‘ CUPID MOMIS GLUE CTXMATCH
matching

Structural

knowledge ° ° ° *

Lexical

knowledge ° * ° *
Knowledge

base ° *
Instance-

based .

knowledge

Type of Pairs of nodes | Similarity measure | Similarity measure|Similarity measure|Semantic relations
result € [0..1] between|€ [0..1] between|€ [0..1] between|between pairs of]

pairs of nodes pairs of nodes pairs of nodes nodes

In graph matching techniques, a concept hierarchy is viewed as a tree of labelled
nodes, but the semantic information associated to labels is substantially ignored. In
this approach, matching two graphs GG; and G5 means finding a sub-graph of Gs
that is isomorphic to G2 and reports as a result the mapping of nodes of GG; into the
nodes of G5. These approaches consider only structural knowledge and completely
ignore lexical knowledge and knowledge base. Some examples of this approach are
described in [20, 19, 16, 15, 6].

CUPID [13] is a completely automatic algorithm for schema matching. Lexical
knowledge is exploited for discovering linguistic similarity between labels (e.g., us-
ing synonyms), while the schema structure is used as a matching constraint. That is,
the more the structure of the subtree of a node s is similar to the structure of a subtree
of a node t, the more s is similar to ¢. For this reason CUPID is more effective in
matching concept hierarchies that represent data types rather than hierarchical clas-
sifications. With hierarchical classifications, there are cases of equivalent concepts
occurring in completely different structures, and completely independent concepts
that belong to isomorphic structures. Two simple examples are depicted in Fig. 9.3.
In case (a), CUPID does not match the two nodes labelled with ITALY; in case (b)
CUPID finds a match between the node labelled with FRANCE and ENGLAND. The
reason is that CUPID combines in an additive way lexical and structural informa-
tion, so when structural similarity is very strong (for example, all neighbor nodes
do match), then a relation between nodes is inferred without considering labels. So,
for example, FRANCE and ENGLAND match because the structural similarity of the
neighbor nodes is so strong that labels are ignored.

MOMIS (Mediator envirOnment for Multiple Information Sources) [2] is a set
of tools for information integration of (semi-)structured data sources, whose main
objective is to define a global schema that allows a uniform and transparent access to
the data stored in a set of semantically heterogeneous sources. One of the key steps
of MOMIS is the discovery of overlappings (relations) between the different source
schemas. This is done by exploiting knowledge in a Common Thesaurus together
with a combination of clustering techniques and Description Logics. The approach
is very similar to CUPID and presents the same drawbacks in matching hierarchical
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classifications. Furthermore, MOMIS includes an interactive process as a step of
the integration procedure, and thus, unlike CTXMATCH, it does not support a fully
automatic and run-time generation of mappings.

GLUE [7] is a taxonomy matcher that builds mappings taking advantage of in-
formation contained in instances, using machine learning techniques and domain-
dependent constraints, manually provided by domain experts. GLUE represents an
approach complementary to CTXMATCH. GLUE is more effective when a large
amount of data is available, while CTXMATCH is more performant when less data are
available, or the application requires a quick, on-the-fly mapping between structures.
So, for instance, in case of product classification such as UNSPSC or Eclss (which
are pure hierarchies of concepts with no data attached), GLUE cannot be applied.
Combining the two approaches is a challenging research topic, which can probably
lead to a more precise and effective methodology for semantic coordination.

9.5 Conclusions

In this paper we presented a new approach to semantic coordination in open and
distributed environments, and an algorithm (called CTXMATCH) that implements
this method for hierarchical classifications. CTXMATCH has been successfully tested
on real HCs (i.e., pre-existing classifications used in real applications) and the results
are described in [14].

An important lesson we learned from this work is that methods for semantic
coordinations should not be grouped together on the basis of the type of abstract
structure they deal with (e.g., DAGs, concept hierarchies), but on the basis of the
intended use of the structures under consideration. In this paper, we addressed the
problem of semantic coordination for hierarchical classifications, and the elicitation
method we proposed heavily relies on this assumption. However, there are other
possible uses for “similar” structures, e.g. specifying the conceptualization of some
domain (ontologies), describing web services (finite automata), describing data types
(schemas). This “pragmatic” level (i.e., the use of a schema) is essential to provide
the correct interpretation of a structure, and thus to discover the correct mappings
with other structures.

The importance we assign to the fact that HCs are labelled with meaningful ex-
pressions does not mean that we see the problem of semantic coordination as a prob-
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lem of natural language processing (NLP). On the contrary, the solution we provided
is mostly based on knowledge representation and automated reasoning techniques.
However, the problem of semantic coordination is a fertile field for collaboration be-
tween researchers in knowledge representation and in NLP. Indeed, if in describing
the general approach one can assume that some linguistic analysis on labels is avail-
able and ready to use, real applications require a massive use of techniques and tools
from NLP, as a reliable, automatic analysis of labels from a linguistic point of view
is a necessary precondition for the quality of the algorithm’s results.

The work we presented is only the first step of a very ambitious scientific chal-
lenge, namely to investigate what is the minimal common ground needed to en-
able communication between autonomous entities that cannot look into each oth-
ers heads, and thus can achieve some degree of semantic coordination only through
other means, like exchanging messages, passing examples, pointing to things, re-
membering past interactions, generalizing from past communications, and so on. To
this end, a lot of work remains to be done. In particular, we stress that CTXMATCH
is a one-shot method for discovering relations across static schemas; however, much
more interesting is the problem of dynamically adapting the schemas (or their in-
terpretation) as a result of the interaction between two (or more) semantic peers.
This much more general task is what we call meaning negotiation (as opposed to
meaning coordination), where peers may try to find an agreement on the meaning
of schemas, or even update/change their lexical/background knowledge to achieve a
more satisfactory mapping with other peers. This project seems quite exciting and
challenging, as it requires to go beyond pure meaning, and take into account other
dimensions like a cost/benefit analysis of changing a schema, updating/changing a
body of lexical and/or background knowledge, redefining mappings across schemas.
This economics of meaning is a completely new field, whose crucial relevance for
large-scale projects (like the Semantic Web) and semantic-based applications have
been recognized only recently, and where new models and tools need to be developed
from scratch.
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Summary. We address the problem of semantic coordination, namely finding an agreement
between the meanings of heterogeneous semantic models. We propose a new approximation
method to discover and assess the “strength” (preciseness) of semantic mappings between
different concept hierarchies. We apply this method in the music domain. We present the
results of tests on mapping two music concept hierarchies from actual sites on the Internet.

10.1 Introduction

The progress of information technology has made it possible to store and access
large amounts of data. However, since people think in different ways and use differ-
ent terminologies to store information, it becomes hard to search each other’s data
stores. With the advent of the Internet, which has enabled the integrated access of an
ever-increasing number of such data stores, the problem becomes even more serious.
The music domain is no exception. The variety and size of offered content makes it
difficult to find music of interest. It is often cumbersome to retrieve even a known
piece of music.

One way to improve this Internet music search is by using semantics in the re-
trieval process. It is in particular conveyed in the Semantic Web. In this context we
study the problem of semantic integration over different music metadata schemas.
More specific, the problem is to find pairs of concepts (e.g., genres, styles, classes)
from different metadata schemas that relate to each other (e.g., have equivalent mean-
ing, is more general than). It is not sufficient to use the concept labels only, since,
for example, the positions of the concepts in the schemas influence their meaning
as well. Figure 10.1 illustrates an example taken from existing music schemas. Al-
though the labels are equivalent (“Experimental’’) they represent different classes of
music entities.

The problem of finding the music that fits the preferences of a user is similar to
the problem of matching the metadata schemas of two different music providers. In
the latter case we need to find pairs of concepts that have an equivalent meaning. In
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CDBaby MusicMoz

Electronic l Jazz

Experimental

Experimental

Fig. 10.1. Two music genres. Although the labels are equivalent they represent different
classes.

the former case, we can treat the user’s preferences as concepts themselves, and the
problem is to match the preferred concept with those in the provider’s terminology.

Being able to search for matches at the concept level (without using instances) is
important. The search may use instances (artists, releases, tracks), but when it comes
to the user preferences we cannot rely on instances solely, unlike the recommender
systems [2]. Then users will be expected to provide example pieces of musics they
like. Furthermore, the size of music offered by content providers may range from
several thousands up to several millions of items. Solutions using instance data to
discover matchings will also be very demanding on processing power. On the other
hand, semantic based approaches would deal with the music classifications rather
than the instances. Since these usually range in the several hundreds of classes, it
would make this approach less demanding on processing power. In addition, seman-
tic based approaches can deal with the ambiguity and vagueness in the music domain
easier than the approaches using instance data.

The semantic approach offers the discovery of implicit matchings where the con-
nection is not obvious. These matchings can be discovered using sources of domain
knowledge. For example, the style of music called Death metal can be discovered to
be form of Rock using the Free Encyclopedia’.

In this chapter we address the problem of matching between two different meta-
data schemas. There already exists several techniques to solve this problem [4], [5].
We stress the importance of approximation when dealing with real-life data. The ap-
proach described here makes use of the method proposed by Bouquet et al. (Chap.
9).

In Chap. 9, the goal is to find mappings between the concepts of two so-called
Concept Hierarchies. For the current discussion a Concept Hierarchy can be thought
of as a rooted tree where each node has a label. The nodes represent the concepts. It
has the explicit purpose to provide a classification. Next to the label of the nodes, the
matching method accounts for the position of the nodes in the hierarchy. The method
works in three main phases: In the first phase, linguistic interpretation, the senses that

! http://thefreeencyclopedia.com
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Wordnet! returns on the node’s label are combined as propositional terms in a logical
formula. The formula represents all the possible linguistic interpretations of the label.
In the second phase, contextualization, the position of the nodes in the hierarchy is
encoded in the logical formula. Both steps are performed on the source and target
hierarchy. In the final phase, semantic comparison, the so-obtained formulas from
both hierarchies are evaluated for relationships. This is done by pair-wise encoding
of the formulas in the relationship to be tested, and testing the satisfiability of the
resulting formula. Five relationships are considered: (i) they are equivalent, (ii) they
are disjoint, (iii) they are not in a subclass relation but have a non empty intersection,
(iv) the first is a subclass of the second and (v) the second is a subclass of the first.
The main contributions of this chapter are:

e We describe a method for discovering approximate mappings between concepts
from two different Concept Hierarchies. Given two concepts from different Con-
cept Hierarchies, the method checks whether the first concept is a subconcept of
the second. When this does not hold, the method calculates “how strongly” the
first concept is a subconcept of the second. It calculates a value (we call it sloppi-
ness) between 0.0 and 1.0 for each pair of concepts. The sloppiness indicates the
error in the subsumption relation between the two concepts. Closer to 0.0 means
that most of the (semantic) content of the first concept is also present in the sec-
ond concept, while values closer to 1.0 indicate that there is no subsumption
relation.

e We present results from an experiment using real-world metadata schemas from
music sites on the Internet. These metadata schemas were extracted as the un-
derlying navigation paths at the provider sites. We applied the approximation
method on those schemas, and the results were tested against the matches based
on the instances (music artists) we found in the classes. We discuss the problems
that we encountered when applying the method, and the level of correspondence
observed between the concept-based and instance-based matches.

The remainder of the chapter is structured as follows: Sect. 10.2 discusses the
role and importance of the semantic integration problem in the real-life Peer-to-Peer
applications. Sect. 10.3 presents the current situation of music metadata schemas
available on the Internet. Sect. 10.4 introduces and explains our idea of approximate
matching. Sect. 10.5 presents experimental results from applying our approximation
method. Sect. 10.6 identifies possible improvements for future work. Sect. 10.7 con-
cludes the work presented in this chapter.

10.2 Application in Peer-to-Peer
The success of systems like Napster and Kazaa made clear the new competition that
traditional systems for distributing music are facing. Some reacted to this trend and

are now offering P2P services for the legal exchange of electronic music via the

! http://wordnet.princeton.edu
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Internet. It is not unlikely that others will follow. A drawback of this approach to
exchanging digital music is the limitation of keyword based search. This means, that
people can only find music they already know by name, making it hard to discover
unknown artists. Also, portals that want to promote new songs need a generic search
paradigm. The obvious solution is to classify music according to their genres (e.g.,
jazz). There has been various attempts to create such genre terminologies — [8]. They
allow users to search for music of a genre rather than a certain song.

This approach of using genre classification of music, however, requires an agree-
ment on the organization of genres and the assignment of artists and songs to these
genres. In a portal solution, this agreement is enforced by the provider in charge
of organizing information. In a P2P setting where each user is more or less free to
choose his or her own organization of genres and songs, such an agreement has to
be reached first. The idea is that different communities will evolve around different
genres and negotiate an agreement on the organization of music. As we can expect
that members of the community have some knowledge about the characteristics of
that genre, an accurate organization is more likely to evolve than in an uncontrolled
setting.

Exchanging music between peers in a Peer-to-Peer network requires establish-
ment of mappings between the content offered by different peers. Discovering these
mappings is a difficult task. Doing it manually is very time consuming, and it will
require the user to have knowledge about the domain in advance. An automatic solu-
tion will ease a wider acceptance, as long as the results are of an acceptable quality.
Also, users should not be required to perform extra work. Even more, they should
be protected from the complexity of knowledge representation mechanisms used by
the system. In an realistic system, however, the discovery of the mappings will be
realized semi-automatically. The user will be given proposals for mappings with the
other peers, and possibly with the opportunity to change them and define new ones.

A very important aspect of this automatic integration is the ability to give an
advice for the mapping, in case where an exact mapping does not exist or the system
can not discover it. When a class from one peer does not match any existing class
from another peer, the system should try to identify the “closest” class. Such solution
will be more robust to erroneous data, like typing mistakes. It is a well known fact
that real-world data is noisy. If only exact mappings are allowed, the recall will drop,
still leaving the user with a lot of manual work. Consequently, using methods to
discover approximate mappings is expected to boost the performance of the system.

In Peer-to-Peer systems, the users are also providers at the same time. In order to
examine the possibility of integrating music content, we have performed experiments
to integrate music metadata schemas from Internet portals. The problem there is the
same as the integration problem in the Peer-to-Peer setting. In the following section
we give an overview of the music domain on the Internet portals and the data used
for testing.
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10.3 Internet Music Schemas

On the Internet, a visitor can interactively navigate through different pages that list
the music offered. Since music metadata schemas are not always offered, we consider
this structure of navigation paths together with the labeling on the links and pages as
the metadata schema of that provider.

After considering several music provision sites, we selected seven of them
and extracted the schema (navigation path): CDNow (Amazon.com)', MusicMoz
(MM)?, CDBaby?, Artist Direct Network (ADN)*, AllMusic (AMG)>, LAUNCH
cast on Yahoo (Yahoo)®, and ArtistGigs.com’. There exists classes whose meaning
lies outside the music style domain (e.g., “Music Accessories”). Most of the schemas
have some peculiarities that are typical or unique for that schema. After the extrac-
tion we applied some simplifying modifications to the data. In the first place, we
normalized the labels in order to make the data more suitable for our experiments.
This included the correction of typing mistakes and the removal of abbreviations and
similar peculiarities. Figure 10.2 presents a general overview of the data extracted.
In the sequel we call the extracted schemas as the ontologies to be matched.

Size 2410 classes I ]
CDNOW (Amazon.com) bepth 5 levels | DO DD D
. size 1073 classes
MusicMoz beptn 7 1eves | DO DDD0D
- - Size 465 classes | ]
Artist Direct Network beptn 2 tevels | D0
Size 403 classes -

All Music Guide bepth 3 levels | OO0

. A sSize 382 classes e
Artist Gigs pepth 4 levels | DO OO
CD baby Size 222 classes -

Depth 2 levels | DO

size 96 classes

o
Yahoo LaunchCast Depth 2 levels | @@

Fig. 10.2. The extracted schemas.

Most of the labels in the ontologies appear to be one of the following kinds:
style of music (the genre of the music), geographic region with music style (region
where the music originates from), and time or historical period when the music was
created (e.g., decades like “90’s”, named periods like “baroque”). All of the schemas

! http://www.cdnow.com

2 http://musicmoz.org

3 http://www.cdbaby.com

4 http://artistdirect.com

5 http://www.allmusic.com
5 http://launch.yahoo.com
7 http://www.artistgigs.com
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are concept hierarchies that only use the subclass relationship. Sibling subclasses are
often overlapping (i.e., they are not disjoint).

The nodes are often named with more then one word. These words either denote
the intersection of the terms they express (e.g., “Chicago Blues”), or they constitute
a single term (e.g., in “New Zealand Rock”, “New Zealand” is one term and should
not be considered as separate words). The first case occurs more frequently.

There is a considerable fuzziness in music classification. There are no objective
criteria that sharply define music classes. Genre is not precisely defined. Even hu-
mans disagree on the classification of music. As a result, different providers often
classify the same music entities (e.g., artists, albums, songs) differently. Common
terms like “Pop” and “Rock” do not denote the same sets of artists at different por-
tals. That is also the case for even more specific styles of music like Speed Metal.

In the experiments, when testing with instances, we restricted to the artists shared
by MusicMoz and Artist Direct Network, i.e., artists that are present and classified
in both portals. In the remainder we refer to them as MM and ADN, respectively. As
shown in Fig. 10.3, under the class named Rock (including its subclasses), in MM
there are 471-shared classified artists, i.e. artists who are also classified in ADN, but
not necessarily in Rock. In ADN there are 245 of them. There are 196-shared artists
classified under Rock in both portals. Hence, from all the artists classified under
Rock in at least one of the two portals, only about 38% are classified under Rock in
both portals. This example shows that there is a high degree of fuzziness present in
the music domain. Therefore, we expect approximate reasoning methods to be more
useful than exact reasoning methods for creating matchings in the music domain.

ARTISTdirect Network MusicMoz

Rock (245) Rock (471)

In MusicMoz: In ARTISTdirect Network:
Country Alternative Rock
Pop Indie Rock
Jazz Country
Hip-hop Pop
Religious Blues
Electronica GDancel
ospel
Subclasses Electronica

Subclasses

520 artists

Fig. 10.3. Rock musical genre in ADN and MM.

10.4 Approximate Matching

We follow the approach of semantic coordination described in Chap. 9, to find re-
lations between music classes. As explained above, this approach works as follows:
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first the classes are transformed into logic formulas that capture the meaning of the
classes by using Natural Language Processing techniques and relations between the
classes, and subsequently relations between classes are discovered by determining
the relations between the corresponding formulas. In Chap. 9 propositional logic is
used to present the logic formulas, and the problem of discovering the relations be-
tween the formulas is reduced to the SAT (satisfiability) problem.

In the sequel of this section we explain how we extend the approach with a
form of approximation to handle the impreciseness occurring in actual data. First,
the (propositional) formulas representing the classes in the Concept Hierarchies are
rewritten in normal forms.

We want to check whether a left-hand formula is a subclass of a right-hand for-
mula. The left-hand formula is transformed into disjunctive normal form and the
right-hand side into conjunctive normal form. In this way, the subclass check can be
split into a set of subproblems, each checking if one (left) disjunct is a subclass of
a (right) conjunct. If all the subproblems are satisfied, the original problem is satis-
fied. In our approximation, we allow a few of the subproblems to be unsatisfiable,
while still declaring the original problem satisfiable. The (relative) number of satisfi-
able subproblems is a measure of how strongly the subclass relation between the two
given formulas hold.

Below, we explain the approach more formally. In our notation we interpret for-
mulas as sets and use the operators union, intersection, and subset instead of the
logical operators disjunction, conjunction, and implication, respectively.

10.4.1 Normal Forms

Given two propositional logic formulas A and B, the problem is to check whether
the relation A C B holds. We transform A into disjunctive normal form and B into
conjunctive normal form.

The Disjunctive Normal Form (DNF) has the following form:

A= (ATNAIN- - NATHU(ASNASN---NAR)U---U(AfNATN---NADY),

where each A} is an atomic concept. Shortly it can be written as A = A; U Ay U
< UAr where A; = (A} nA2n---nAM)fori =1,...,1. Each A, is called a
disjunct.

The Conjunctive Normal Form (CNF) has the following form:

B = (B{UB{U---UB")N(ByUB3U---UBy*)N---N(ByUB3U---UBT"),

where each Bj" is an atomic concept. Shortly it can be written as B = By N By N
---N By where B = (B} UB;U---UB}")forj =1,...,.J. Each B; is called a
conjunct.

Now, the problem to check whether A C B can be written as

AiUAU---UA; C BiNByN---NBy.
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This relation holds if and only if (iff) anything that belongs to some of the disjuncts
A; on the left-hand side also belongs to all of the conjuncts 5; on the right-hand
side. Written formally:

A1UASU---UAr € BiNBoN---NBy & (Vl =1,...,1,V) = 1,,J)(AZ - Bj)

Hence, the problem whether A C B is transformed into [ - J number of subproblems

of the following form:
(i, j)(Ai € Bj). (10.1)

One such check will be referred to as a disjunct-conjunct pair.

Now we introduce the idea of approximation: the relation A C B holds iff for
all disjunct-conjunct pairs the subclass relation (10.1) holds. If most of the disjunct-
conjunct pairs (10.1) hold we say that the relation A C B almeost holds. Even more,
we can express the strength at which the relation A C B holds as the ratio between
the number of disjunct-conjunct pairs that satisfy the subclass relations and the total
number of pairs. We call this ratio the sloppiness and use the letter s to denote its

value:
_ [{G.4) | A € By}

I-J '
Here |{(4,7) | Ai € B;}| denotes the number of disjunct-conjunct pairs that do not
satisfy the subclass relation, I is the number of disjuncts in the DNF of A, and J is
the number of conjuncts in the CNF of B.

Note that this method works on the concept level and can be applied when no
information about the instances is available.

s(A C B)

10.5 Experiment with Approximate Matching

In this section we summarize the results of experiments that we conducted using
the approximate matching method. We used the metadata schemas extracted from
ArtistDirectNetwork and MusicMoz.

The linguistic interpretation (i.e., the formulas build from the labels of the nodes)
were obtained using simple techniques. For example, “Alternative Rock” was trans-
formed into the following formula:

(Alternative N Rock) U Alternative_Rock.

Special characters “&” and “/”” were treated as logical union. For example, “Pop &
Rock” was transformed into the formula PopURock. No background knowledge was
used. When background knowledge is used, each atomic concept (e.g., Alternative,
Rock, Alternative_Rock) should be replaced with the union of the different senses for
that concept.

We made the assumption that concepts with the same label have the same mean-
ing. When comparing the disjunct-conjunct relations we made a simplification: a
disjunct A; is considered to be a subclass of a conjunct B; when some literal in the
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disjunct (which is an intersection of literals) is present in the conjunct (which is an
union of literals). So, given a disjunct-conjunct pair:

Ai=(A4;NAIN---NAY),Bj = (BjUBjU---UBJ"),

we say that A; C B; if A} = B;” for some n and m. If no such pair is found, the
disjunct A; is not considered to be a subclass of the conjunct B;. This simplification
may lead to some incorrect rejections of subclass relations.

10.5.1 Example of an Approximate Matching

Now we explain the process of approximate inferring an equivalence relation in de-
tail. For the sake of the explanation we have chosen an example that produces simple
formulas, however, in practice these formulas can grow bigger and be more complex.

In our example, consider the relation between two styles from ADN and MM
that are named “Glam Rock” on both portals (Fig. 10.4).

ADN MM

Rock l Rock l

A Y

Glam Rock l Glam l

Y

Glam Rock I

Fig. 10.4. Glam Rock style from the schemas of ADN and MM.

The first step is to transform the concepts into formulas. We first transform the
“Glam Rock” style from ADN. Note that “Glam Rock” is a substyle of “Rock™ as
shown in Fig. 10.4. Also note that “Glam Rock” consists of two words. For the for-
mula, we therefore have to take into account the separate meanings of those words
(i.e., the intersection of their meanings), as well as those words constituting a sin-
gle term (as is the case in “New Zealand”). Therefore the formula representing the
meaning of “Glam Rock” from ADN is the following:

Glam_Rock_A = Rock N ((Glam N Rock) U Glam_Rock).
This leads to the following normal forms:

Glam_Rock_DNF_A = (Glam N Rock) U (Glam_Rock N Rock), (10.2)
Glam_Rock_CNF_A = (Rock) N (Glam U Glam_Rock). (10.3)

Analogously, the “Glam Rock” style from MM is transformed into the formula:
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Glam_Rock_B = Rock N Glam N ((Glam N Rock) U Glam_Rock)
= Rock N Glam.

The literal Glam_Rock in the formula is discarded because of the absorption rule [6].
This leads to the following normal forms:

Glam_Rock_DNF_B = (Glam N Rock), (10.4)
Glam_Rock_CNF_B = (Rock) N (Glam). (10.5)

The normal forms can be used to test the equivalence relation between the con-
cepts Glam_Rock_A and Glam_Rock_B. We therefore have to check the subclass
relation for those two concepts in both directions.

In order to check the subsumption Glam_Rock_B C Glam_Rock_A the nor-
mal forms (10.3) and (10.4) are needed. Glam_Rock_B consists of only one dis-
junct, and Glam_Rock_A consists of two conjuncts. We therefore have to check
two disjunct-conjunct pairs:

(Glam N Rock) C (Rock) — true (Rock is on both sides),
(Glam N Rock) C (Glam U Glam_Rock) — true (Glam is on both sides).

Both disjunct-conjunct pairs satisfy the relation, so Glam_Rock_B C
Glam_Rock_A holds with a sloppiness of 0%.

In order to check the subsumption Glam_Rock_A C Glam_Rock_B the nor-
mal forms (10.2) and (10.5) are needed. Glam_Rock_A consists of two disjuncts,
and Glam_Rock_B consists of two conjuncts. We therefore have to check four
disjunct-conjunct pairs:

(Glam N Rock) C (Rock) — true (Rock is on both sides),
(Glam N Rock) C (Glam) — true (Glam is on both sides),
(Glam_Rock N Rock) C (Rock) — true (Rock is on both sides),
(Glam_Rock N Rock) C (Glam) — false.

Three out of four disjunct-conjunct pairs satisfy the relation, however, one disjunct-
conjunct pair does not. Hence, 25% of the disjunct-conjunct pairs do not satisfy the
subsumption relation, and the relation Glam_Rock_A C Glam_Rock_B therefore
holds with a sloppiness of 25%.

When assessing the sloppiness in the equivalence relation between
Glam_Rock_A and Glam_Rock_B, we take the maximum of the sloppiness
values calculated in the two subsumptions. The equivalence relation between
Glam_Rock_A and Glam_Rock_B therefore holds with a sloppiness of 25%.

10.5.2 Comparison with Instance Data

For our experiments we extracted real data from the Internet (Sect. 10.3). In the
following, the results are presented that were obtained using the data sets MM and
ADN (Fig. 10.5).
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Name Number of Number of Somberor sha':::‘ber o
classes artists artists artists
Artist Direct Network 465 16072 16072
1183
MusicMoz 1073 6415 2356

Fig. 10.5. Size of the data in ArtistDirectNetwork and MusicMoz.

Most of the shared classified artists are classified under “Rock”-related classes
(e.g., Alternative Rock, Glam Rock, Heavy Metal). A significant limitation of our
dataset is that the number of instances is of the same order as the number of classes.

The tests were performed to discover the equivalence matchings between the
classes in both hierarchies, i.e., whether each is a subclass of the other. Different
values for the sloppiness measure were used in the tests. In order to assess the success
of the matching we introduce a value called significance, which we define as the
cardinality ratio between the intersection and the union of the two classes. Formally:

_AnB]

significance(A < B) = AUB|

The significance is close to 0 when the two classes have no overlap, i.e., a relatively
small amount of instances belong to their intersection. When the value is close to 1
(or 100%) then the two classes denote almost the same set of instances.

Sloppiness Average significance Equivalence matches
0% 28.290% 18
0% - 30% 29.055% 51
30% - 45% 26.778% 140
45% - 55% 11.439% 900
55% - 100% <6.7% > 6,000

Fig. 10.6. Equivalence testing between ADN and MM.

The results presented in Fig. 10.6 are only from the equivalences where both of
the classes had at least 10 instances. The equivalence relations inferred with a slop-
piness of 30% or less, are almost always “true” matches, i.e., matches that the ex-
perts would accept as correct matches. However, it appears that most of them remain
undiscovered when the sloppiness is set to 0% (i.e., when using exact matching). For
example, the equivalence relation between the “Glam Rock” concepts in Fig. 10.4
can only be inferred with a sloppiness of 25% or more.

The relatively low value of the average significance revealed in the performed
tests, is a notification that people do not agree on the meaning of the music style
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names. It is stated in [1] that the music domain constantly evolves, and there is no
centralized authority that can assign styles to the artists. They are classified in differ-
ent ways, although the same name is given from the music providers.

45000

40000 -

35000 -

30000 -

25000

20000

Num. of equivalences

15000 -

10000 -

emmnnatnt 1IN

Sloppiness

Fig. 10.7. Number of equivalent relations inferred between ADN and MM using different
sloppiness parameter.

Figure 10.7 shows the number of equivalence relations inferred given some value
for the sloppiness parameter. The number of inferences increases when the sloppi-
ness is increased. At the beginning, the number of inferences increase slowly. This is
reasonable since a relatively small amount of pairs of classes from different sources
should be considered to be equivalent or approximately equivalent. In general, most
of the pairs of classes are not related at all, and adding sloppiness should not change
this. From 50% toward the end, the number of inferences increase more rapidly. At
100% there is a “cliff,” because all classes are considered to be equivalent with a
sloppiness of 100%. The results shown in Fig. 10.7 gives confidence in the approxi-
mation method.

10.6 Future Work

This general scheme of approximation can be improved in several directions. For
example, instance data can be used, as in the work of [3] or [4]. Also, the formalism
used to describe formulas is limited to the propositional logic, while in real world
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data there is an identified need of considering the attributes differently in the formu-
las. Next, we will shortly discuss two directions for major improvements: improving
the accuracy in the approximation, and sources which can be used as background
knowledge.

10.6.1 Improvements of Approximation Accuracy

For example, the contribution of all disjunct-conjunct pairs in the tested formulas
is not equal. Disjuncts and conjuncts can have a different size, i.e., the number of
literals they consist of. Also, literals represent sets of instances that themselves are
of different size. Accounting for these differences may result in a more accurate
sloppiness measure.

It is natural that a disjunct of bigger size should have less impact on the result.
The intuition is that a disjunct (consisting of a number of intersections) having more
literals, constitutes a subclass of smaller scope. Hence, its contribution to the total
class (disjunction